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1These notes are for instructional purposes only and are not to be distributed outside
of the classroom.
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First-Order Autoregressive Process (or AR(1) Process)

@ Consider the process
ye=ptayi1+é, teZ,
where we assume that

lo| < 1,
{e.} = iid. (0,02) with0 <07 < co.
@ To obtain the moving average representation of the AR (1) process,
we shall consider here an approach due to Kasparis (2016). To

proceed, note that, by using the lag operator notation, we can rewrite
this process as

a(L)yy=(1—al)ys =pu+e, teZ,

where
a(l)y=1—al.
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First-Order Autoregressive Process (or AR(1) Process)

@ Hence, a moving-average representation can be obtained if we can
invert the lag operator a (L) to obtain

ye = a(L) H(u+ter)
= (1—al) H(u+e) teZ
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First-Order Autoregressive Process (or AR(1) Process)

o Definition: Let V be a real (or complex) linear space (vector space).

P1

P2

P3

P4

A function ||-|| : V — R with the properties

for all ¢, € V and for all « € R (or C) is called a norm on V. A

lel| > 0 (positivity)
l@|l = 0 if and only if ¢ = 0 (definiteness)

lag]l = [l l[¢]l (homongeneity)

I + 9l < lloll + l9]| (triangle inequality)

linear space V equipped with a norm is called a normed space.
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First-Order Autoregressive Process (or AR(1) Process)

o Defintion: A linear operator A: V — W from a normed space V
into a normed space W is called bounded if there exists a positive

constant C such that
[Ae|l < C ol

for all ¢ € V. Each number C for which the inequality holds is called
a bound for the operator A.

@ Remark: With the aid of linearity of the operator A, it is easy to see
that there exists a positive constant C such that

Al < Cligll
if and only if
A9l H ¢ H -
— = = ||[Am——|| (by homogeneity)
o]l ol
< C
for all p € V.
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First-Order Autoregressive Process (or AR(1) Process)

e Remark (con’t): Moreover, define

s 9
Y Tl
so that
A — ||_P - ,
||§0 || = H ||q0|| H (again by homogeneity)
_ el
ol

|
= 1

Note that ¢* € V since a linear space is closed under scalar
multiplication.
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First-Order Autoregressive Process (or AR(1) Process)

@ Hence, A is bounded if and only if there exists a positive constant C
such that
A9 < C

for all 9* € V such that ||¢*|| = 1. It, thus, follows that A is
bounded if and only if

IAll:= sup [|Ag[l = sup [[Ag] < co
lol=1 loll<t

where the number || Al| is the smallest bound for A and is called the
norm of A. Thus, a linear operator is bounded if and only if it maps
bounded sets in V, i.e., {¢ : ||¢|| <1} into bounded sets in W.
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First-Order Autoregressive Process (or AR(1) Process)

o Definition (Cauchy Sequence): A sequence {¢,} of elements in a
normed space V is called a Cauchy sequence if for every € > 0, there
exists an integer N (€) such that

qun_(PmH <€

for all n,m > N (€); that is, if

im g, — ¢l =0

o Definition (Completeness and Banach Space): A subset U of a
normed space is called complete if every Cauchy sequence of elements
in U converges to an element in U. A normed space U is called a
Banach space if it is complete.
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First-Order Autoregressive Process (or AR(1) Process)

@ Theorem 1: Let B be a Banach space. If T : B — B is bounded
linear operator and ||/ — T|| < 1, where | : B — BB denotes the
identity operator. Then, T has a bounded inverse operator on B
which is given by the Neumann series

T*:iU—TV
k=0
and which satisfies
1
T < —
1T = =y

The iterated operators (I — T)* are defined by (/ — T)° := / and
(- =U-T)(I=T)"for ke N.
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First-Order Autoregressive Process (or AR(1) Process)

o Consider the space V of sequences Y (w) = {Y; (w)},c5 on some
probability space (€, §, P) that satisfies

sup E | Y:| < oo.
t

We can take V to be a normed space, equipped with the (pseudo or

semi) norm
lY] = sup E|Y¢|.
teZ

@ Remark: Note that any covariance stationary sequence belongs to
the space V, but the setup here is more general since covariance
stationarity requires a higher (second) moment condition as well as
homogeneity of the first two moments with respect to t.

e Lemma 1 (Kasparis, 2016): The normed space V is complete and
therefore is a Banach space.
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First-Order Autoregressive Process (or AR(1) Process)

@ Some Calculations: Since

sup E|Y:| = sup E|Yi—1]| = sup E |LY}],
z teZ

teZ te
we have
ILI = sup [ILY]
[Yll=1
= sup (sup E]Yt1|>
{Y:}€Visup, E|Y;|=1 \t€Z
= 1L
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First-Order Autoregressive Process (or AR(1) Process)

e Some Calculations (con’t): Similarly, we have

sup E |Ye| =sup E |Yeq1| = sup E|L71Yy],
teZ teZ teZ

so that
It = sup [l
Y=t
= sup (sup E|Yt+1|)
{Y:}€Visup, E|Y;|=1 \t€Z
= 1

where L1 is the inverse of L.
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First-Order Autoregressive Process (or AR(1) Process)

e Some Calculations (con’t):
Now, given the assumption |a| < 1, we have

L=aO = J1-A=ab)
= [laL]]
= [af Ll
]
< L
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First-Order Autoregressive Process (or AR(1) Process)

e Some Calculations (con’t): We can, thus, apply Theorem 1 to the
AR (1) case by taking

T=a(l)=1-uaL
and note that

() = 2(1— 1 aL)y

[ee]

= Y ol

j=0
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First-Order Autoregressive Process (or AR(1) Process)

e Some Calculations (con’t): It then follows that
ye = a(L) (uter)
— YWl (it e

Jj=0
s . il .
= uYy & +) de
Jj=0 Jj=0
[ee]
- 1501 ) e
j=0

where the last equality is obtained by applying the summation formula
for geometric series

given that |a| < 1.
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First-Order Autoregressive Process (or AR(1) Process)

o Remarks:

(i) The representation
R
v i L )
=0

is often referred to as the stationary solution of the AR (1) process
Ye=Mutay1+ée, teZ.

Moreover, this AR (1) process is said to be causal because it only
depends on past innovations.

(ii) From expression (1), we see that {y;} is strictly stationary and
ergodic since it is a measurable transformation of {&;}, which is an
i.i.d. sequence and, thus, strictly stationary and ergodic.
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First-Order Autoregressive Process (or AR(1) Process)

e Remarks (con’t):

(iii) Note, in addition, that in this case

so that the moving average coefficients are absolutely summable.
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First-Order Autoregressive Process (or AR(1) Process)

e Moments: We can exploit the stationarity of the AR (1) process to
calculate its mean, variance, and autocovariances

1. Mean:
Ely:] = E[ul+E[ayra]+E[e]
= p+aE[y;—1] (since E [e;] = 0 by assumption)
This implies that
Ely] —aE[yra] =p

or

(1—a) E[y:] = p (since by stationarity E [y;] = E [y+—1])
from which we deduce that

Elel = 1

which is well-defined given that |a| < 1.
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First-Order Autoregressive Process (or AR(1) Process)

e Moments (con't):
2. Variance:

Var (y;) = Var(pu+ayi—1+¢€)
w?Var (yi—1) + Var (g:) +2Cov (yi_1, &)
a® Var (ye-1) —i—ag.

It follows that

02 = Var(y;) —a®Var (y;—1)

= (1—a?) Var(y;) (by stationarity)

or
0.2

Var (y+) = 1 _8“2 < co (given that 0 < 07 < co and |a| < 1)
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First-Order Autoregressive Process (or AR(1) Process)

e Moments (con’t):
3. Autocovariances: For positive integer h, note that

Cov (yt,yt—n) = Cov(p+ayi—1+et, yin)
= aCov (yi—1,Yt—n) + Cov (&, Ye—n)
« Cov (}/t—lv}/t—h)

Now, for h = 1, we have

Cov (ye,yt-1) = aCov(yi—1,¥r-1)
aVar (y;) (by stationarity)
 ao?
1—a?
= 7, 1).
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First-Order Autoregressive Process (or AR(1) Process)

3. Autocovariances (con’t): lIterating backwards, we also see that for
h=2

Cov (Yty Yt—2) = aCov (Yt—lv}/t—Z)
= aCov (y:, yt—1) (by stationarity)
w’o?
1—a?

= 7,(2).

It is, thus, clear that for any positive integer h, we would have

h 2
Ko
COV (yl'vyt*h) - 1 _;2

= 7, (h).
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First-Order Autoregressive Process (or AR(1) Process)

3. Autocovariances (con’t): In addition, for negative integer h, we
have

Cov (ytryt—h) (yt'yt+‘h|)

COV( Yi— |h\,yt) (by stationarity)
= Cov (¥, Ye—|n|)

alhlg?

1—a?

Hence, in general, for any integer h, we have

olhl g2
1—a?

v, (h) =
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p-th Order Autoregressive Process (or AR(p) Process)

o Consider the process
yr = V‘}‘“l)/tfl +-- '+apyt7p+8t, t EZ,

where {e;} = i.i.d. (0,02) with 0 < 02 < co. Again, using the lag
operator notation, we can rewrite this process as

a(L)ys=pu+e, t€Z,

where
a(l)y=1—a1L—-- - —apl”
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p-th Order Autoregressive Process (or AR(p) Process)

@ Now, factor this lag operator polynomial as follows:

e = (1-10) (1_;L>X...x(1_;L)
= vcl(L)oclg(L)x-~->2<ap(L) ’

where {p; : i =1, ..., p} are the roots of the polynomial equation
a(z) =0, z € C, and where

1
aj(Ly=1——Lfori=1,..,p.

1

o We assume that
lo;| > 1 for every i € {1, ..., p}.

o Lemma 2: Let V be a normed space and suppose that the operators
Ti:V —V, withie{1,.. p}, commute. Define T as T1Tp--- Tp.
Then, T is invertible if and only if each T; is invertible.
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p-th Order Autoregressive Process (or AR(p) Process)

@ Next, let

and note that

i o) -2

Hence, by Theorem 1 given earlier,

gl )

=) J .
— 2 (;) L for every i € {1, ..., p}.
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p-th Order Autoregressive Process (or AR(p) Process)

@ Hence, a moving-average representation for the AR (p) process can
be obtained by inverting the lag operator a (L) to obtain

Yt
= a7 (ute)

~1 -1 -1
= (1—1L> <1—1L> X +ee X 1—iL (u+ )
P1 %) Py

To give a more explicit form of the moving average representation, we
look first at the explicit case where p = 2.
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p-th Order Autoregressive Process (or AR(p) Process)

o Example (AR (2) process): In this case,
«w= (=54 (-5
a(L)™
) (1) |
S0--ad) (- -)
3

(-
ad 1 1 2o
Z ( ) ( > JERy
1= 012 0 pl p2

so that

L

=
J;

(Econ 624) March 26, 2021 27 / 44



p-th Order Autoregressive Process (or AR(p) Process)

e Example (con’t): AR (2) Process
Let j = j1 4+ j» and k = j1. By rearranging the sums, we can further

write
J kiriNI—k .
ot = BR () ()
j=0 k=0 \P1 P2
= ZIPJU
j=0
where

vi = i_:o (P1>k <:012>j_k.
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p-th Order Autoregressive Process (or AR(p) Process)

e AR (22 Process (con’t): Making use of the representations of
a (L)~ given previously, we have

ye = a(l) " (nte)

- i i (1>h (1)j2 Lty

ji=05=0 \P1/ \P2

oo J 1 k 1 j—k _
LG G) v
j=0 k=0 \P1 P2

- [1— <1/p1>] [1— <1/p2>] *if”ﬁ”

J

2
= M (Hl—(ll/p,)> +9(L)e:

i=1

where P (L) = Zj'io l/)ij.
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p-th Order Autoregressive Process (or AR(p) Process)

e AR (2) Process (con’t): Moreover, note that
Tety) = (=at) (31
) = (1-t 1- =1L
g (E 1- (1/Pi)> P1 P2 3
-1
= (=50 059l
P1 P2

= (1 —oclL—oc2L2)_1y
H

1—061—062.
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p-th Order Autoregressive Process (or AR(p) Process)

@ AR (2) Process (con't): Finally, note that the moving-average
coefficients in this case are absolutely summable since

o o k 1 j—k
Z‘%“ < ZZ
j=0 j=0 k=0 P1 P2
o0 1 o0
< ) ; Z
k=oP1l o
- (=n ( 7511
1—1[1/p] 1—1[1/p,
< o0
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p-th Order Autoregressive Process (or AR(p) Process)

@ Returning to the more general AR (p) process, note that, in a similar
manner, we have

14
. (1_1L)‘1(1_p12L)‘1X...X(1_;L)1@%)
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p-th Order Autoregressive Process (or AR(p) Process)

@ By letting j = j1 + - - -+ jp and rearranging the sums, we further

obtain
1\”
. X R
Pp

- EEE(G Q)
XU ()}

A=0=0  j,= P1 P2
© ) ] ] Jp
= E Z . E < 1 )Jl <1>J2 Xoeee X <1> [t +J'p‘u
; ; 0,

01 %)

D S T { <1)“ (1)“ ‘...

j=0 k1=0 ko =0 kp_1=0 P1 P2

1 J—(kit o +hp-1)
X | — Ljst
Pp

(Econ 624) March 26, 2021 33/



p-th Order Autoregressive Process (or AR(p) Process)

o It follows by argument similar to that given previously for the AR (2)
case that

o= (L) (e B
- (1_:1L>1(1—()12L)1><-~-><<1—p1pL> (n+ee)
= i) iz L(i/p)]

[ee]

+ 11[]1-815__/'
j=0

p

= U <H1_(ll/pl)) +9(L)e

i=1
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p-th Order Autoregressive Process (or AR(p) Process)

@ where
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p-th Order Autoregressive Process (or AR(p) Process)

@ In addition, note that

IA
Ingl
M\

k1

o]

D

k1=0

1
01

IN
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ko
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[ee]

1
%)
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p-th Order Autoregressive Process (or AR(p) Process)

@ so that, applying the summation formula for a convergent geometric
series, we obtain

) 1 S 1 ko |1
< Y |= —| x---x Z
k=0 1P11 k=0!P2 =0 |Pp

_ ( 1 >< 1 >><...>< v
1—1[1/p,] 1—|1/p,] 1—‘1/pp|
(0,0]

<

which shows the absolute summability of the moving average
coefficients of the AR (p) process.
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p-th Order Autoregressive Process (or AR(p) Process)

@ Remark: It follows from the moving average representation

P 1 o
Ye=H (H 1_(1/P,)> + gﬁbjﬁtﬁ'

i=1 Jj=

that {y;} is strictly stationary and ergodic since it is measurable
transformation of {st}, which is an i.i.d. sequence and, thus, strictly
stationary and ergodic.
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p-th Order Autoregressive Process (or AR(p) Process)

@ Moments: Exploiting the strictly stationary property, we can obtain
the following expressions for the mean, variance, and autocovariances
of an AR (p) process.

@ Mean:

Ely:] = E[pl+E[arye—1]+- -+ Eapye—p| + E [e]
= ptarElyea] 4+ + apE [yep]
(since E [&;] = 0 by assumption)

This implies that

po o= Ely]—wiEyea] = —apE [yip)
= 0w El]
(since by stationarity E [y:] = E [y;—s] for all h € Z)

(Econ 624) March 26, 2021 39 / 44



p-th Order Autoregressive Process (or AR(p) Process)

@ Mean: From this, we deduce that

Ell = {op

P 1
- (El—(l/p,)>

which is well-defined, since by assumption z = 1 is not a solution of
the polynomial equation a (z) =1 — a1z —--- —ap,zP = 0.
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p-th Order Autoregressive Process (or AR(p) Process)

2. Variance:

Var (y:) = E :(}/t —E [%])2}

2
_ _ [
= E ()/t 1—1x1—---—1xp>]

0 2
- E ( l/)jst_j>
j=0

= Y ¢iE[ef )]
j=0

oo
2 2
= o2y ¥ <o
j=0

where the last equality follows from the fact that absolute summability
implies square summability and that by assumption ¢? < 0.
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p-th Order Autor

egressive Process (or AR(p) Process)

2. Autocovariances: Let h >0

v (h)

= Cov (¥t Yt—h)
= E[(ye — Elye]) (ve—n — E [yz — h])]

= E <}/t—

(e ]

(Econ 624)
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p-th Order Autoregressive Process (or AR(p) Process)

2. Autocovariances (con’t): The assumption that {e;} is identically
distributed then implies that

=02 Y W, (e, Elg_;] =0f forall je Z, U{0})
j=h

Moreover, since covariance stationarity implies that  (h) = v (—h),
we also have for h < 0

v(h) = v(=h)
= y(|h)

o0
= _Z Vi n)
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p-th Order Autoregressive Process (or AR(p) Process)

2. Autocovariances (con’t): It follows from these calculations that for

all h € Z,
v(h) = COV(yt,yt n)

= U Zl,bl,bj Ll

Jj=lhl
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