Lecture Notes on Vector Autoregression (VAR)!

Econ 624

March 11, 2021

1These notes are for instructional purposes only and are not to be distributed outside
of the classroom.
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VAR

o Consider the pt/- order vector autoregression (or VAR (p) process)

Ye = 4 + At Yer+-oo+ A Yip+ &

mx1 mx1 mxm mx1 mxm mx1 mx1

where
{e:} =i.i.d. (0,%¢) with X > 0.

e Remark: Vector autoregression (VAR) is one of the workhorse models
in emprical analysis of multiple time series. Empirical studies in
economics rarely consider the VARMA (Vector Autoregression and
Moving Average) model. Instead, people implicitly assume that a
VAR of high enough order acts as a sufficient filter to transform the
data into an i.i.d. sequence, or, more generally, a martingale
difference sequence.
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VAR

@ Companion Form: The idea here is to try to give a more convenient
representation for higher-order vector autoregression. Define

Yt
~ Yt—l - 0
Yt — ) ]/[ = .
mpx1 : mpx1 :
thp+1 0
A]. A2 Ap—]_ Ap
l, 0 0 0 &
_ 0
A = 0 lm 0 , Et == )
mpxmp ) mpx1 :
0 0
0 0 Im 0
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e Companion Form (con’t): Using these notations, it is clear that we

can write
Yi
?t = Yt.il

Yt—p+1
pu+ALYe 1+ +A Y &
th]_ O
- : + :
thp+1 0
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VAR

e Companion Form (con’t): or

Yt
Vt _ Ytlfl
Yt—p+1
At A - Al A
H Im 0 e 0 0 thl
0 : Yi-o2
= + 0 lm . 0 .
0 : 0 Yo
0 0 Im 0
&t
0
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VAR

e Companion Form (con’t): It follows that we can represent a
VAR (p) process in a more convenient VAR (1) form, i.e.,

?t' - ﬁ + A?t_]_ +Et

@ For the companion form, we assume the following condition.
Stability Condition: Assume that all the eigenvalues are distinct and
have modulus less than 1, or, equivalently,

det (Imp —Az) =0 = |z| > 1.

@ Remark: Note that the assumption that all the eigenvalues are
distinct, or have algebraic multiplicity equaling 1, is stronger than
necessary but is made for convenience.
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VAR

o Further Remarks:
(i) Note that
0 = det (Imp — Az) = 2™ det (z L mp — A) = 2™ det (Al — A)

by setting A = z~!. Since z = 0 is clearly not a solution of the
determinantal equation

det (Imp — Az) =0,
it follows that the assumption
det (Imp —Az) =0 = |z| > 1.
is equivalent to the assumption that
1 1
det (Alpp —A) =0=> |A| = H = — <
z| 7]
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VAR

(i) Note that in empirical applications Ay, Ay, ..., A, are typically
matrices whose elements are assumed to be real-valued, so that

A1 A2 e Ap—l Ap
Im 0O 0 0
A = 0 In 0
mpXxXmp
0
0 0 Im 0

is a matrix, whose elements are real-valued. Moreover, A is a square
matrix but it is not symmetric. A sufficient condition for this type of
matrix to be diagonalizable is if all its eigenvalues are distinct, which
is what we assume here.
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VAR

o Further Remarks (con’t):

(i) In this case, we would have

A=TAT!
where
A1 0 0
Ao | O A
: - . 0
o .- 0 )\mp

is an diagonal matrix whose diagonal elements are the eigenvalues of
A and T is a nonsingular matrix whose columns are the eigenvectors
of A.
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First-Order Autoregressive Proocess (or AR(1) Process)

e Further Remarks (con’t):

(i) It further follows that in this case

A = TAT ITAT '=TA’T!
A = TAT ITAT ITAT ' =TAT ITAT 1=TA3T!
A = TNT L
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VAR

o Further Remarks (con’t):

(iii) Since |Ax| < 1 for every k € {1, ..., mp}, this suggests that we can
invert the matrix lag operator /,, — AL to obtain the vector moving
average (VMA) representation

Yo = (/mp—AL)_l(ﬁJr?r)

= (Imp —AL)” ;H—ZA’etJ
j=0
Note that the matrix /n, — A is nonsingular since, by assumption,
z = 1is not a root of the determinantal equation det (/,,, — Az) = 0.
Hence,

det (Imp —A) #0

and, thus, /,,, — A is nonsingular.

(iv) The next thing we want to show is that
det (Imp — Az) =det (I, — Ajz — - -+ — ApzP).
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VAR

o Further Remarks (con’t):
(iv) To see this, first write
det (Imp — Az)

o
s\
o

= det
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VAR

o Further Remarks (con’t):

(iv) so that
det (Imp — Az)
Im— Az —Az -+ —Ap_1z —Apz )
—Inz I 0 e 0
= det 0 —Imz
: . . Im 0
L 0 cee 0 —Inz Inm )

_ Bii(z) Bia(2)
B dEt{ B (z) B (2) }

where 311 (Z) = Im - Alz,
mxm
Bz (z) = ( —Ayz - —Apiiz —Apz ),
mxm(p—1)
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VAR

o Further Remarks (con’t):

(iv)
—Inz

B (z) = :

m(p—1)xm :

0

and

Im 0 0

—Inz

By (z) =

m(p—1)xm(p—1) Inm 0
0 —lnz Iy
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VAR

o Further Remarks (con’t):

(iv) Next, note that

Bll (Z) 312 (Z)
det( By (z) B (2) >

= det (B (2)) det {BH (2) — Bus (2) Ba (2) " Bay (z)}

Now,
det (Byy (2)) = detd | ~'m? —1
I 0
0 —Ilnz Iy

since By (z) is a block lower triangular matrix, so its determinant is
just the product of the determinants of the diagonal blocks.
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VAR

o Further Remarks (con’t):

(iv) To calculate det {BH (2) — Bia (2) Boa (2) " Boy (z)}, we first note

that
I, 0o --- 0
—1 /mZ :
By (2) " = :
: -1, 0
l,zP=2) ooz,

To show this, we shall give a simple argument using mathematical
induction. To proceed, first consider the case p = 2. In this case,

Im 0
822 (Z) - ( —ImZ Im >
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VAR

e Further Remarks (con’t):

iv) Applying the formula for the inverse of block lower triangular
g

matrices, i.e.,
A0\ Al 0
Cc D ~\ =Dlca! D1

we have
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VAR

e Further Remarks (con’t):

(iv) Now, suppose that this holds for an mq x mq matrix By, (z), i.e.,

B () =

mgxmgq

(Econ 624)

(9)
L, 0 .- 0\ "
—Inz .
I 0
0 —Inz I,
I 0 0
Inz '
: lm O
Imz(@=1) Iz I
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VAR

e Further Remarks (con’t):

(iv) Then, an m(q+1) x m(q+ 1) matrix Bz(gﬂ) (z) would have the
have the following partitioned form

(9)
82(‘2”1) () = < Bzzc(z) g )

where D = [, and

c :[ 0 —Imz]_

mxmgq mxm(g—1) mxm

so that, upon applying the formula for the inverse of block lower
triangular matrices given previously, we get

(q) -1
(q+1) -1 _ By’ (2) 0
B22 (Z) - ( _D_ICB2(12;) (Z)—l D_l
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VAR

o Further Remarks (con’t):

(iv) Now,
_ —1 _
-D ICBZ(g) (Z) = —Im [ mgm mgm mimmz]
Im 0 0
» Imz ' 0
: I, 0O
Iz(@=1) Inz I
= —I, [ —Imz9 - mZ2 —ImZz }
mXm mXm mXxXm
_ [ 1,29 Inz? Iz ]
mXxXm mxm mxm
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VAR

e Further Remarks (con’t):

(iv) so that

(q) (1
B ()7 = ( B ) 0 )

I 0 0 0
Iz o
- : I 0
[,z(a=1) lnz 1, O
1,29 122 1hz |y
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VAR

e Further Remarks (con’t):

(iv) Making use of this formula for the inverse of By, (z), we get

Bi1 (z) — Bz (2) B2 (2) ' Ba (2)

= In— Az
— {( —Ayz - —Api1z —Apz )
I 0o --- 0 .z
y Imz IR 0
: Im O
I;mz(P~2) Imz I 0

(Econ 624) March 11, 2021 22/ 70



e Further Remarks (con’t):

(iv) By straightforward multiplication, we then obtain

811 (Z) — 812 (Z) 822 (Z)il 821 (Z)

—Inz
—1,,z2
= Ip—Aiz— ( —Axz - —Api1z —Apz ) .
_/mz.(p—l)
= Iy — Az —Az?— - — A, 1 2PTY AP
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VAR

e Further Remarks (con’t):

(iv) from which it follows that
det (/mp — AZ) = det (322 (Z))
X det {811 (Z) — Bi» (Z) Bys (Z)il B> (Z)}

= det {Bll (Z) — Bi» (Z) B> (Z)_1 B>1 (Z)}
= det(ly—Aiz—---—ApzP)

Hence, the stability condition can be equivalently stated as

det (Iy —Ajz—--- —ApzP) =0=|z| > 1.
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o Further Remarks (con't):

(v) To recover the vector moving average (VMA) representation for Y,

we define
m>zjmp - ( Im 0 0 )
and note that
Yi
- Yio1
JYe=(1n O 0) _ =Y,
Yt—p-‘rl
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VAR

o Further Remarks (con't):

(v) In addition, note that

Im Et—j
, 0 0
Sy = | . (o0 0)

0 0

l, O 0 €

0 O 0 0

0 O 0 0

st_j

0 -

= : :81’—_]"
0
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VAR

o Further Remarks (con't):

(v) Moreover,
Jgtfj: ( /m 0O --- 0 ) = &—j.

It follows that
Y UANE ;= Y INJJE
Jj=0 Jj=0

- ZJAlest_j.

Jj=0
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VAR

e Further Remarks (con't):
(v) Hence,
Yt = J?t

= J(lmp—A) I+ Y INE
j=0

[ee]

= J(lmp—A) i+ Y IAS e
j=0
— (S+ Z‘Yjstfj,
j=0

where 6 = J (I — A) " i and Y, = JAJ and where the matrix
Imp — A is nonsingular because by assumption
det (Imp — Az) =0 = |z| > 1 so that z = 1 is not a root and, thus,

det (Imp — A) # 0.
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VAR

o Further Remarks (con't):

(v) Next, note that, since

Iy U
0 0
JIupo= | (oo - 0)
0 0
Im 0 0 1
0 O 0 0
0 O 0 0
I
0 _
= : :]/[,
0
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e Further Remarks (con’t):

(v) Moreover,

(Econ 624)
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o Further Remarks (con’t):

(v) Next, note that since J= (I O -+ 0 ), J(Imp—A) " J gives
the m X m submatrix in the upper left-hand corner of the matrix
(Imp — A)~". Write I,,, — A in partitioned form as

Im— AL —Ay - —A,1 —A,
-1, I, 0 0
B C
0 ~Im - ( D E>
I 0
0 0 -1, I
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VAR

o Further Remarks (con’t):

(V) where B = Im —Al, C = ( —A2 —Ap_l —Ap ),
—1y
0
D = . , and
0
I 0 0
E = |
Im O
0 —In In
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VAR

e Further Remarks (con't):

(v) Note that a general mp X mp matrix written in partitioned form

B C
mxm mxm(p—1)
D E

m(p—1)xm m(p—1)xm(p—1)
has inverse given by
F-1 —F1CE™!
—E7'DF™Y ET'+ E'DFICET!

where
F=B—-CE'D
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VAR

e Further Remarks (con't):

(v) Previously, we have shown that

-1

/m 0 0 /m 0 0
Iz . T B I,z :
I 0 : . 1, 0

0 —l,z I, [ A

Setting z = 1, we, thus, deduce that

Im 0 0 Im 0 0
E*l — _Im — Im
E Im 0 Im 0
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VAR

o Further Remarks (con’t):

v) Applying the above formula, we see that
ying

J(lpp — A S
= Fl=(B-CcE'D)"

= [Un—A)—{( A - —Ap1 —Ay)
Im 0 0 1, -
I I
X .
" :
Im Im 0
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VAR

o Further Remarks (con’t):

(v) Straightforward multiplication then shows that

J(lpp — A S

— Fl=(B—CE'D)"

-1

—1I,
= |Un=A)—(-A -+ A1 —Ay) _;Im

_./m
= (p—A—Ar— - — A, 1 —A) !
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VAR

o Further Remarks (con’t):

(v) Hence,
5 = J(lmp—A) 'R

= J(lmp—A) ST

= J(lp— A) S

= (=AM =A== A1 —A)
Note again that /,, — A1 — Ay —--- — A,_1 — A, is nonsingular
because we assume that z = 1 is not a root of the determinantal
equation

det (I —Ajz—---—A,zP) =0
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Estimation of VAR

@ To proceed, note first tht given a VAR (p) process with an intercept
Yt = ,M+A1Yt71 + - +Athfp+€tv

we can transform it as follows

Yy — 06
= u—0+AYe a1+ +AY:pte
= (=A== A) T (At + A
—(Ar+ - FA)IF+AY i+ AY e
= p— (=A== A) (At +A)S

F+AL (Yee1 —0)+ -+ A, (Yep —90) + &
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Estimation of VAR

o
= p—(ln— A= —A)
F (At A (=A== A)
F+AL (Yic1 = 0)+ -+ Ay (Yiep —0) + &
= (n—Ai— = A) (=A== A)
_(/m_Al_"‘_Ap)_lP‘
+(A1+"‘+Ap)(/m_A1_"‘_Ap)il.”
+AL (Yic1 = 0)+ -+ Ap (Yip — ) + &

= (A A (= A= A)
— (At A (= Ay == Ag)
+ (At A (=A== A)

+AL (Yee1 —0)+ -+ A, (Yep —90) + &
- A]_(Yt_]_—5)+"'+Ap(yt_p—5)+5t
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Estimation of VAR

@ Define Y, = Y; — ¢ and we can rewrite this VAR (p) process in the
alternative form

Hence, to simplify notation, we shall in our subsequent discussion
assume that 6 =0, so that Y, = VY;.
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Estimation of VAR

@ Next, we transpose the VAR equation to obtain

Y[ = YL A+ YA+
Ay
Az
= ( Yt/—l Yt/—2 Ytl—p ) . +€;
Ay
= X/B+¢,
where X/ = (Y, Y., --- Y/, )and
1xmp
p
B = A_2
mpxm :
A

(Econ 624)
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Estimation of VAR

@ Define
! / /
Yi X g
Y/ X3 e
2 2 2
Y = X = . ,and E =
Txm Txmp : Txm
/ / /
Yr X7 €p

and we can write the model more succinctly as
Y=XB+E

Moreover, by vectorizing both sides of the equation above using the
identity
vec (ABC) = (C' ® A) vec (B),
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@ we have

where

vec (Y)

mT x1

and where

(Econ 624)

vec (Y)
= (Im® X) vec(B) + vec (E)
= (In®X)B+¢,
€1.
&o.
B =vec(B),and ¢ =
m2px1 mT x1 :
Em.
&
€2
and ¢. = ) fori=1,...,m.

Tx1
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VAR

@ Question: To estimate 8 in the regression y = (I, @ X) B+ ¢,
should we use generalized least squares (GLS) or ordinary least squares
(OLS)? To answer this question, observe first that, by assumption,

E [81.]
E [82.]
E(¢) = 5 =0
E [em.]
In addition,
VC () = EGE]
Eler.ey] Elereh] -+ Elerel,]
_ | Eled] Eleg] - Elad]
Elemel] Elemes] - Elemel]
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VAR

o Now, let jj = E [gj1€j1] denote the (i,j)th element of .. For
i,j=1,...,m; we have

€
Eio
E [gi_gj..] = E ’ ( g1 &2 0 §T )
&iT
Elengn] Elengp] -+ Elengr]
| Elengnl Elengp] - Elengr]
Eleiren] Eleirep] -+ Elerer]
e
= 0 Tij h : = U'fle.
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o It follows that

VC() = E&E]

oulyr oy - omlt
B ool oxnlr - o2y

Omilt om2lr -+ CmmlT
= (Ze ® IT)

Note that, by the fact that the error covariance matrix X, is
symmetric, we have that o = oj; for all i # j.
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VAR

@ Next, assume initially that X, is known. In this case the formula for
the GLS estimator of f in the regression vec (Y) = (I, @ X) B+ ¢ is
given by

Bors
-1
= [neX) @@ i)™ (Ino X))
X (I @ X) (Ze @ I7) "t vec ()
= [(heX) (E1elr) (heX)]
X (In®@X) (Z71 @ I7) vec (Y)
<since (AR B)"' = (A1 @ B7!) assuming that both

1

A and B are non-singular and, thus, invertible)
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VAR

o It follows that

Bais

= [(Iln®X) (7@ I7) (In® X)]
X (In®X') (7' @ I7) vec (Y)
(since (A®B) = (A ®B))

= [ETeXx'X]TH(E o X)) vec(Y)
(since (A® B)(C® D)= (AC® BD))

= [z (X)) (B @ X) vee (V)

@ (

-1
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VAR

o |t follows that

Bots

= (In® (X'X) 7" X') vec (¥)

(X'X)7t X’ 0 . 0 v,
B 0 (X'X)7Px o : Y2,

0 0 (X’X)71X’ Yom.

(X' X)"tX'vs.

(X' X)L XY, ~
- : = Pos-

(X' X)L XYy,
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@ Remark: Hence, GLS = OLS in this case. Note that this is just a
special case of the result from seemingly unrelated regression (SUR)
where GLS is the same as equation-by-equation OLS if the same set

of regressors enters into every equation.
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Asymptotic Normality of OLS Estimator of VAR

Parameters

@ Assumptions: Suppose that
o
det (Iy —Ajz—---—AzP) =0=|z| > 1

@ {e:} =1i.i.d.(0,%;), where there exists positive constant C such that
0<1/C < Amin (ZE) < Amax (Ze) < C < oo
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Asymptotic Normality of OLS Estimator of VAR

Parameters

@ Under Assumptions 1 and 2, one can show that

ﬁ(BOLS—ﬁ) 9 N(0,V) as T — oo,

where
B=vec(B) and V= (Z, @ M)
and where ,
M=p i

with

Al X{ Yi_1

2 X Yio
B i X . ,and  X; .
mpxm T xmp mpx1

(Econ 624)
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Asymptotic Normality of OLS Estimator of VAR
Parameters

o Remark: Note that we can write
Bos = (In®(XX) 7 X") vec(Y)
- (/m @ (X'X)"! x’) (I ® X) B + ]
= (In® (XX) 7 XX) B+ (In® (X'X) " X') &
= (@ lmp) B+ (In® (X'X) " X')

= Bt (e (XX) ) (ln@X) ¢
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Asymptotic Normality of OLS Estimator of VAR
Parameters

e Remark (con’t): It follows that
(I ®X") &

X' X\ 1
T JT

(In®X") &
VT

VT (Bows — B)

= [ln®M™] +0p (1).
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Asymptotic Normality of OLS Estimator of VAR

Parameters

e Remark (con’t): Now, applying a CLT for strictly stationary and
ergodic process and the Cramér-Wold device, we have

Un ©X) ¢ d

= N

where

L= pjim (’m®X’)E[7é_‘C’] (In © X)
— 5 lim (In®@X") (Ze @ I7) (Im @ X)
- pTIHoo T

X'X
= (Zs@M)
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Asymptotic Normality of OLS Estimator of VAR

Parameters

e Remark (con’t): It follows by a generalized Cramér convergence
theorem that

VT (BOLS - ﬁ) L (@M YN0, Z@M) =N (0,Z.&M").
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Impulse Response Analysis

e Again, we write VAR (p) model in companion form, i.e.,

Y =AY, 1 +%
where
Y
v, = | |
mpx1 .
Yt—p+1
A A Ap—1 Ap
ln 0 0 0 €t
_ 0
A = 0 Im 0 & =
mpXxmp ] mpx1
0 0
0 0 I 0
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Impulse Response Analysis

@ Consider the following thought experiment:

Y; = O0forall t €Z such that t <0,
mx1
& = O0forall t €Z such that t > 0,
mx1
Yo = € = e -ie., aunitshockin the £ component at t = 0
mx1 mx1 mx1
where
0
0
€ = 1 )
mx1 O
0

i.e., a vector with 1 in the ¢t component and 0 elsewhere.
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Impulse Response Analysis

@ In the companion form, this can be written as

Yo €0 ey
_ 0 B 0 0
YO = ) = €& = . =
mpx1 : mpx1 :
0 0 0
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Impulse Response Analysis

Tracing the effect of this unit shock over time, we see that

e At time t =1, N N
Y = A Yy

mpx1 mpXmpmpx1
o At time t = 2,
Y, = AY; = A’Y,
Continuing on, we have

o At time t = j, where j is a positive integer

Y — A,
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Impulse Response Analysis

@ Next, note that since

it is easy to see that AY, is just the ¢t column of A/.
@ Again, let
J =(lp 0 -~ 0)

mxmp

and let .
Y, =JAJ for j=0,1,2,....

be the cofficient matrices in the VMA (o0) representation
Yt = Z‘Fjst—j-
j=0
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Impulse Response Analysis

@ Next, note that since

it is easy to see that AY, is just the ¢t column of A/.
@ Again, let
J =(lp 0 -~ 0)

mxmp

and let .
Y, =JAJ for j=0,1,2,....

be the cofficient matrices in the VMA (o0) representation
Yt = Z‘Fjst—j-
j=0
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Impulse Response Analysis

o Let i, ; denote the (k, 0)" element of ¥;. Note that ¢, ;
represents the reaction of the k'’ variable to a unit shock to the ¢t
variable j periods ago, provided, of course, the effect is not
contaminated by other shocks to the system in the interim. Thus, the
coefficients of the VIMA (o0) representation give the impulse response
coefficients. Because the €; are just the one-step ahead forecast errors
of the VAR process, the shocks considered here may be regarded as
forecast error and the impulse responses are sometimes referred to as
forecast error responses.

e Proposition (Zero Impulse Responses): If {Y;} is a m-variate
stable VAR (p) process; then, for k # ¢,

lpkf,j =0forj=1,2,...
is equivalent to

Proj = Oforj=1,2,..,p(m—1).
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Impulse Response Analysis

o Accumulated Impulse Response: The accumulated impulse
response over n periods is given by

)Y
=0

This quantity is also sometimes called the n'” interim multiplier.
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Impulse Response Analysis

@ Accumulated Impulse Response (con’t): Taking n — oo, we get
the long-run effect or total multiplier

n o0
Iim Z‘Fj = ZTJ'
%20 j=0
Note further that

= (=A== A

1De

where again we know that the inverse exists because of the condition
that
det (Iy —Arz—---—ApzP) =0= |z| > 1.

In addition, observe that the total multiplier in this case can be easily

estimated by
~ o\ -1
(Im—Al—--~—Ap> .
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Responses to Orthogonal Impulses

@ The previous analysis is a bit problematic in that it assumes that a
shock occurs only in one variable at a time. Such an assumption may
be reasonable if € is uncorrelated with g4, for all k # ¢ and for all t.
However, in general, we assume &; to have a variance-covariance
matrix 2. which is not restricted to be a diagonal matrix, so that &
is not assumed to be uncorrelated with ¢/, for all k # £.

@ Since X is assumed to be a positive definite matrix, a way around
this problem is to consider the Cholesky decomposition

Y. = PP’
where P is a lower triangular matrix with positive diagonal elements,
i.e.,
pin O 0
p—=| P2 P2 with pex > 0 for k € {1,....m} .
: : 0
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Responses to Orthogonal Impulses

@ Note that
det P) H pkk > 0

so that P is, of course, nonsmgular. Usmg this decomposition, we can
then rewrite the VIMA (o0) representation as

Yo=Y ¥,PPle ;=Y Oju,
j=0 j=0
where @; = Y;P and u;_; = P‘lst,j. Under this transformation,
E[wu,] = E[P lee,P ]
PLE [ee,] P71
PlLP !
p-tpp'pt

Im

so that uy; is uncorrelated with uy; for all k % ¢ and for all ¢.
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Responses to Orthogonal Impulses

@ Now, relating u; to &, we see that

St = Put
or
Elt Pll 0 e 0 ui¢
€2t p1 p2 - U2t
: 0
Emt Pmi Pm2 *°° Pmm Umt
so that we have
&1t = P11t
o _ P21
€t = PorUit + pooloy = —€1t + Pt
P11
_ _ Pm1
Emt = PmiUit+ -+ PmmUUnmt = Tglt + -t PrmUme
11
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Responses to Orthogonal Impulses

@ Hence, the way in which the Cholesky decomposition is carried out
assumes a particular causal ordering, so that, in this case, the implicit
assumption is that movement in €1 can cause movement in &
contemporaneously but not the other way around and so on.

@ Note further that we can estimate X using

(Y - Xg);_(Y —XE;)

5. —

and perform a Cholesky decomposition on ig to obtain
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Responses to Orthogonal Impulses

@ Moreover, ¥; can be estimated by

¥, =JAS
with R R R R
A1 A2 cee Ap—l Ap
l, 0 .- 0 0
A= 0o I, 0
' 0
0 0 Im 0
so that ~ R
O, =Y;P
(Econ 624)
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