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|. Overview

Recent research using establishment and firm level data has raised a variety of conceptuad and
messurement questions regarding our understanding of aggregate productivity growth.!  Severd key,
related findings are of interest. Firdt, thereislarge scae, ongoing redlocation of outputs and inputs
across individua producers. Second, the pace of this reallocation varies over time (both secularly and
cyclicaly) and across sectors. Third, much of this redllocation reflects within rather than between
sector redlocation. Fourth, there are large differentids in the levels and the rates of growth of
productivity across establishments within the same sector. The rapid pace of output and input
redllocation aong with differences in productivity levels and growth rates are the necessary ingredients
for the pace of redlocation to play an important role in aggregate (i.e., industry) productivity growth.
However, our review of the existing studies indicates that the measured contribution of such redlocation
effects varies over time and across sectors and is sengtive to measurement methodology. An important
objective of this paper isto sort out the role of these different factors so that we can understand the
nature and the magnitude of the contribution of reallocation to aggregate productivity growth.

These recent empiricd findings have been developed in parald with an emerging theoretica
literature that seeks to account for the heterogeneous fortunes across individua producers and to

explore the role of such micro heterogeneity for aggregate productivity growth. Thistheoreticd strand

1 Empirica papers of relevance that focus on the connection between aggregate and micro
productivity growth include: (i) for the U.S.: Baily, Hulten and Campbell (1992), Bally, Bartdsman and
Haltiwanger (1996, 1997), Bartelsman and Dhrymes (1994), Dwyer (1995, 1997), Haltiwanger
(1997), and Olley and Pakes (1996); (ii) for other countries. Tybout (1996), Aw, Chen and Roberts
(1997), Liu and Tybout (1996), and Griliches and Regev (1995).
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combined with the literature concerning the role of redlocation forms the theoreticad underpinning of this
paper. Of course the idea that productivity growth in a market economy invariably involves
restructuring and reallocation across producers is not new. For example, Schumpeter (p. 83, 1942)
coined the term, “crestive destruction”, which he described as follows:

“ The fundamental impulse that keeps the capital engine in motion comes from the new
consumers goods, the new methods of production and transportation, the new markets...[ The
process] incessantly revolutionizes from within, incessantly destroying the old one, incessantly
creating a new one. This process of Creative Destruction is the essential fact of capitalism.”
However, what is new in the emerging empirical literature is the growing availability of longitudina
establishment level data that permit characterization and andysis of the redllocation across individua
producers within narrowly defined sectors and, in turn, the connection of this realocation to aggregate
productivity growth.

In this paper, we seek to synthesize and extend this emerging literature on the connection
between micro and aggregate productivity growth dynamics. We focus primarily on the empirica
findings and we find, as will become clear, that the measured quantitative contribution of the role of
redllocation for aggregate productivity growth varies significantly across sudies. Our objectiveisto
understand the sources of the differences in results across sudies. We pursue this objective in two
ways. Firgt, we compare the results carefully across studies taking note of differences on avariety of
dimensionsincluding country, sectord coverage, time period, frequency, and measurement
methodology. Second, we exploit establishment-level datafor the U.S. manufacturing sector aswell as

for afew sdlected service sector industries to conduct our own independent investigation of the relevant

issues. Theincluson of service sector resultsis of particular interest Snce the existing literature has



amog excdusvely focused on manufacturing indudtries.

The paper proceeds as follows. In section |1, we provide asummary of theories that can
account for the observed heterogeneous fortunes across establishments in the same narrowly defined
sector. In addition, we consider the related theoretical literature on creetive destruction models of
growth. Thisbrief discusson of theoretical underpinningsis of condderable help in putting the results
on the relationship between micro and macro productivity growth into perspective. In section 111, we
present areview and synthesis of the recent literature. As aready noted above, there are significant
differences in the quantitative findings across studies. Section 1V presents a discussion of key
measurement and methodologica questions that can potentidly account for these differences. In
section V, we present a sengitivity and robustness analysis of dternative measurement methodologies
using establishment-level data for the U.S. manufacturing sector. Section VI presents new evidence on
the relationship between micro and aggregate productivity behavior using sdected service sector
industries. Section VII provides concluding remarks.

II. Theoretical Underpinnings

This section draws together theories and evidence related to the reasons for cross-sectiona
heterogeneity in plant-level and firm-level outcomes. A pervasive empiricd finding in the recent
literature isthat within sector differences dwarf between sector differencesin behavior. For example,
Haltiwanger (Table 1, 1997) shows that 4-digit industry effects account for less than 10 percent of the
cross-sectiond heterogeneity in output, employment, capital equipment, capita structures, and
productivity growth rates across establishments.

The magnitude of within-sector heterogeneity implies that idiosyncretic factors dominate the



determination of which plants creste and destroy jobs and which plants achieve rapid productivity
growth or suffer productivity declines. An examination of the literature suggests thet the following may
account for plant-level heterogeneity: uncertainty; plant-level differences in managerid ability, capita
vintage, location and disturbances, and diffuson of knowledge. Starting with the first of these, one likely
reason for heterogeneity in plant-level outcomes is the considerable uncertainty that surrounds the
development, adoption, distribution, marketing and regulation of new products and production
techniques. Uncertainty about the demand for new products or the cost-effectiveness of dternative
technol ogies encourages firms to experiment with different technologies, goods and production facilities
(Roberts and Weitzman, 1981). Experimentation, in turn, generates differencesin outcomes
(Jovanovic, 1982 and Ericson and Pakes, 1989). Even when incentives for experimentation are absent,
uncertainty about future cost or demand conditions encourages firms to differentiate their choice of
current products and technology so as to optimally position themselves for possible future
circumstances (Lambson, 1991).

Another possible reason isthat differencesin entrepreneurial and manageriad ability lead to
differences in job and productivity growth rates among firms and plants. These differences include the
ability to identify and develop new products, to organize production activity, to motivate workers, and
to adapt to changing circumstances. There seems little doubt that these and other ability differences
among managers generate much of the observed heterogeneity in plant-level outcomes. Business
magazines, newspapers and academic case Sudies (e.g., Did and Murphy, 1995) regularly portray the
decisons and actions of particular management teams or individuas as crucia determinants of success

or falure. High levels of compensation, often heavily skewed toward various forms of incentive pay



(Murphy, 1997), dso suggest that senior managers play key roles in business performance, including
productivity and job growth outcomes? A related ideaisthat it takes time for new businessesto learn
about their abilities

Other factors that drive heterogeneity in plant-level productivity, output and input growth
outcomes involve plant- and firm-specific location and disturbances. For example, energy costs and
labor costs vary across locations, and so do the timing of changesin factor costs. Cost differences
induce different employment and investment decisons among otherwise smilar plantsand firms. These
decisons, in addition, influence the sze and type of labor force and capitd stock that a business carries
into the future. Thus, current differences in cost and demand conditions induce contemporaneous
heterogeneity in plant-level job and productivity growth, and they aso cause businessesto differentiate
themsdlves in ways that lead to heterogeneous responses to common shocks in the future. The role of
plant-specific shocks to technology, factor costs and product demand in accounting for the pace of job
reall ocation has been explored in Hopenhayn (1992), Hopenhayn and Rogerson (1993), and Campbell
(1997).

Sow diffuson of information about technology, ditribution channels, marketing srategies, and
consumer tagtes is another important source of plant-level heterogeneity in productivity and job
growth. Nasbeth and Ray (1974) and Rogers (1983) document multi-year lagsin the diffusion of
knowledge about new technologies among firms producing related products. Mandfield, Schwartz and

Wagner (1981) and Pakes and Schankerman (1984) provide evidence of long imitation and product

2 Many economic andyses atribute akey role to manageriad ability in the organization of firms
and production units. Lucas (1977), for example, provides an early and influential forma treatment.



development lags3

Part of the differences across plants may reflect the vintage of theingtaled capita. 4 Suppose,
for example, that new technology can only be adopted by new plants.  Under this view, entering
technologically sophigticated plants displace older, outmoded plants and gross output and input flows
reflect a process of creative destruction. A related ideaisthat it may not be the vintage of the capita
but rather the vintage of the manager or the organizationd structure that induces plant-level
heterogeneity (see, eg., Nelson and Winter, 1982).

These modds of plant-level heterogeneity are closdly related to the theoretical growth modds
emphasizing the role of creative destruction. Crestive destruction models of economic growth stress
that the process of adopting new products and new processes inherently involves the destruction of old
products and processes. Crestive destruction manifestsitsalf in many forms. An important paper that
formalizes these ideas is Aghion and Howitt (1992). They consder amodel of endogenous growth
where endogenous innovations yield creetive destruction. Specificaly, the creetor of a new innovation
gets some monopoly rents until the next innovation comes aong at which point the knowledge
underlying the rents becomes obsolete. The incentives for investment in R& D and thus growth are

impacted by this process of crestive destruction.®

3 Knowledge diffusion plays akey rolein many theories of firm-level dynamics, industria
evolution, economic growth and internationa trade. See, for example, Grossman and Helpman (1991),
Jovanovic and Rob (1989), and Jovanovic and MacDonald (1994).

4See Aghion and Howitt (1992), Caballero and Hammour (1994, 1996), Campbell (1997),
Stein (1997), Cooley, Greenwood and Y orokglu (1996), and Chari and Hopenhayn (1991)

> Growth may be more or less than optimal since there are effects that work in opposite
directions. On the one hand, gppropriability and intertemporal spillover effects make growth dower



An dternative but related type of cresetive destruction growth model mentioned above asa
source of plant-level heterogeneity is the vintage capital modd. One form of these modds (Caballero
and Hammour, 1994 and Campbell, 1997) emphasizesthe potentia role of entry and exit. If new
technology can only be adopted by new establishments, growth occurs only viaentry and exit, and this
requires output and input redlocation. An dternative view isthat new technology is embodied in new
capital (e.g., Cooper, Haltiwanger, and Power, 1997), but that existing plants can adopt new
technology by retooling. Under this latter view, both within plant and between plant job redlocation
may beinduced in the retooling process.  If, for example, thereis skill biased technica change, the
adoption of new technology through retooling will yield achange in the desired mix of skilled workers
a an establishment. In addition, there may be an impact on the overall desired level of employment at
the establishment.

In al of these creative destruction models, the redllocation of outputs and inputs across
producers plays a critical role in economic growth. In these models, stifling redllocation stifles growth.
It isimportant to emphasize, however, that there are many forces that may cause growth and the pace

of redlocation to deviate from optima outcomes. As mentioned above in the context of Aghion and

than optima. The appropriability effect derives from the fact that, in their model, research on new
innovations requires skilled |abor as does the production of the intermediate goods where new
innovations areimplemented. A fixed supply of skilled labor impliesthat skilled Iabor earns part of the
returns from new innovations. The inability of the research firmsto capture dl of the vaue from the
innovations reduces their incentives to conduct research. The intertempora  spillover effect derives
from the fact that current and future innovators derive benefits (i.e., knowledge) from past innovations
but do not compensate past innovators for this benefit. The fact that private research firms do not
internalize the destruction of rents generated by their innovation worksin the opposite direction. This
business seding effect can actudly yield too high a growth rate. They dso find, however, thet the
business seding effect dso tends to make innovations too small.



Howitt (1992), ageneric problem is that agents (firms, innovators, workers) do not internalize the
impact of their actions on others.  In an andogous manner, Caballero and Hammour (1996) emphasize
that the sunkness of investment in new capitd  implies potentid ex post holdup problemsthat yield
severd harmful sdeeffects. They explore the hold-up problem generated by worker-firm bargaining
over wages after the firm'sinvestment in specific capita.® A related point is that, even though
redllocation may bevita for growth, there are clearly losersin the process. Thelosersinclude the
owners of the outmoded businesses that fail aswell as the displaced workers.
[1l. Review of Existing Empirical Evidence

The theoreticd literature on cregtive destruction as well as the underlying theories of
heterogeneity characterize technologica change asa noisy, complex process with consderable
experimentation (in terms of entry and retooling) and failure (in terms of contraction and exit) playing
integra roles. In this section, we review the evidence from the recent empiricd literature that has
developed in pardld with the theoreticd literature. We conduct this review in two parts: firgt, we
provide a brief review of the micro patterns of output, input and productivity growth; second, we
consder the aggregate implications of these micro patterns. Our review of micro patternsis brief snce
we regard the results discussed in this section as well-established and there are excellent recent survey
articles by Bartelsman and Doms (1997) and Caves (1997) that cover much of the same materid in

more detail. Moreover, it isthe aggregate consequences of these micro patterns that are more open to

® Indeed, Blanchard and Kremer (1997) argue that for transition economies, such holdup
problems are potentially severe enough that the restructuring process is better described as
"disruptive destruction” rather than cresative destruction.



debate and, as we make clear, there are anumber of measurement issues that generate the variation
thet is found across studies on this dimension.
A. Brief Review of Key Micro Patterns

We begin our review by briefly summarizing afew key patterns that have become well-
edablished in thisliterature. Virtudly dl of the findings refer to manufacturing. They are:

L arge scalereallocation of outputs and inputswithin sectors. The rate of within-sector
redllocation of output and inputsis of great magnitude. Davis and Hatiwanger (1997) summarize much
of the recent literature on gross job flows; they note that in the United States, more that 1in 10 jobsis
cregted in agiven year and more than 1in 10 jobs is destroyed every year. Similar patterns hold for
many other market economies. Much of this reallocation reflects redllocation within narrowly defined
sectors. For example, Davis and Haltiwanger (1997) report that across a variety of studies only about
10 percent of redlocation reflects shifts of employment opportunities across 4-digit industries.

Entry and exit play a significant rolein this process of reallocation. For annual changes,
Davis, Hatiwanger and Schuh (1996) report that about 20 percent of job destruction and 15 percent of
job creation is accounted for by entry and exit. For 5-year changes, Badwin, Dunne, and Haltiwanger
(1995) report that about 40 percent of creation and destruction are accounted for by entry and exit,
respectively.’

Persistent differencesin levels of productivity. There arelarge and persistent differences

" The cdculations in Badwin, Dunne, and Hatiwanger (1995) are an updated version of earlier
caculations by Dunne, Roberts and Samuelson (1989). The five-year gross flows and the shares
accounted for by entry and exit are somewhat lower in the later work for equivaent periods reflecting
the improvement in longitudind linkages in the Census of Manufacturers over time.
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in productivity across plants in the same industry (see Bartelsman and Doms (1997) for an excdllent
discussion). Inanalyzing persstence, many studies report trangition matrices of plantsin the rdative
productivity distribution within narrowly defined indudtries (see, e.g., Baily, Hulten and Camphbell
(1992) and Bartelsman and Dhrymes (1994)). These trangtion matrices exhibit large diagona and
near-diagond dements indicating that plants that are high in the ditribution in one period tend to Stay
high in the distribution in subsequent periods. In contrast, establishment-level productivity growth rates
exhibit an important trangtory component. Baily, Hulten and Campbell (1992) and Dwyer (1995)
present strong evidence of regression to the mean effects in productivity growth regressons.

L ow productivity helps predict exit: Many studies (e.g., Baily, Hulten and Campbell (1992),
Olley and Pakes (1996) and Dwyer (1995)) find that the productivity level helps predict exit. Low
productivity plants are more likely to exit even after controlling for other factors such as establishment
szeand age. A reated st of findingsis that observable plant characterigtics are positively correlated
with productivity including size, age, wages, adoption of advanced technologies, and exporting (see,
e.g., Bally, Hulten and Campbell (1992), Doms, Dunne and Troske (1996), Olley and Pakes (1996),
Bernard and Jensen (1995)). It has been more difficult to find correlates of changes in productivity.
For example, Doms, Dunne and Troske (1996) find that plants that have adopted advanced
technologies are more likely to be high productivity plants but that the change in productivity is only
weakly related to the adoption of such advanced technologies.
B. Reallocation and Aggregate Productivity Growth

Empirica analyss of the implications of the pace of redlocation and restructuring for

productivity dynamics has been recently provided by Baily, Hulten, and Campbell (1992), Olley and
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Pakes (1996), Bartelsman and Dhrymes (1994), Dwyer (1995, 1997) and Haltiwanger (1997) using
plant-level manufacturing data from the U.S.; Aw, Chen and Roberts (1997) using firm-level datafrom
Tawan; Tybout (1996) and Liu and Tybout (1996) using data from Columbia, Chile, and Morocco;
and Griliches and Regev (1995) using datafrom Isragl.® Virtudly of the studies consider some form of

decomposition of an index of industry-level productivity:

Py=) et 5P 1)

here P, istheindex of industry productivity, s; isthe share of plant ein industry i (e.g., output share),
and py isan index of plant-level productivity.

Using plant-level data, the industry index and its components can be constructed for measures
of labor and multifactor productivity. Many studies have decomposed the time series changesin
aggregate (i.e., industry-level) productivity into components that reflect awithin component (holding
shares fixed in some manner) and other effects that reflect the realocation of the shares across plants
including the impact of entry and exit. Table 1 presents asummary of results from a variety of sudies
using different countries, time periods, frequency of measured changes, productivity concepts (i.e,

multifactor vs. labor) and measurement methodologies® The differences dong these many dimensions

8 Badwin (1995) presents some rlated andysis of the contribution of plant turnover to
productivity growth for Canada but his methodology differs sufficiently from the rest of the literature that
it isnot easy to integrate his work into this discussion.

% In the case of Taiwan, asimple average (or smple median) of the industry-level results
reported in the Aw, Chen and Roberts (1997) paper is presented.
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meake fine comparisons difficult so our objective in consdering the dternative sudiesisto consider
broad patterns. In the next section, we consder methodological issues in detail and then conduct our
own sengtivity andlysis. For now, we attempt to compare studies on dimensions thet are relatively easy
to compare.

One core agpect that is roughly comparable across sudies is the contribution of the within plant
contribution to aggregate productivity growth. Even for this measure, there are differencesin the
methodology dong a number of dimensons. These include whether the measure of productivity is
multifactor or labor, whether the share is based on output or employment weights, and whether the
share is based on the initid share at the base period or the average share (averaged over base and end
period).

The fraction of within plant contribution to multifactor productivity growth ranges from 0.23 to
1.00 across sudies, while the fraction of the within plant contribution to labor productivity growth
ranges from 0.79 to 1.20 across studies. It isobvioudy difficult to draw conclusons even in broad
terms about whether the within plant contribution is large or smdl. The variation across countries may
reflect avariety of factors. Nevertheless, careful examination of the individua studies indicates that this
variation isduein part to there being consderable sengitivity to time period, frequency, and cross
indudtry variation.

To shed light on the sengitivity to business cycles and industry, Table 2 presents afew selected
results from different time periods and industries from the Baily, Hulten and Campbell (1992) and
Haltiwanger (1997) studies. For the 1977-82 period, the within plant contribution for manufacturing in

generd is negative for both studies reflecting the fact that, while there is modest overdl productivity
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growth over this period, its sourceis not the within plant component. In contrast, for the 1982-87
period the within plant contribution is large and positive during a period of robust productivity growth.
This apparent sengtivity to the business cycde (1982 was during a severe dump in U.S. manufacturing)
isinteresting in its own right. These results suggest that overdl productivity isless procydlica than
within plant productivity. Theinferenceisthat realocation effects tend to generate a countercyclical
“bias’ and thus recessions are times that the share of activity accounted for by less productive plants
decreases either through contraction or exit'®. The more generd point in the current context is that the
within plant contribution varies subgtantialy with the cycle.

Table 2 dso shows that the results tend to vary dramaticaly by detailed industry. Sted miills
(SIC 3312, Blagt Furnaces) exhibit tremendous cyclicdity in the behavior of productivity while
telecommuni cations equipment (SIC 3661, Teephone and Telegraph Equipment) does not. Moreover,
the fraction accounted for by within plant changesis large and stable for telecommunications and very
large and varidble for sted miills.

Given the discussion of theoretica underpinningsin section |, an obvious question isthe
contribution of plant entry and exit to these aggregate productivity dynamics. While many studies
consder thisissue, the precise measurement of the contribution of net entry and exit is quite sengtive to
the decomposition methodology that isused. This sengtivity, in turn, makes cross-study comparisons
of the contribution of net entry especidly difficult. Nevertheless, some aspects of the underlying role of

entry and exit can be directly compared across studies.

10 Baily, Bartelsman and Haltiwanger (1997) provide a more extensive andysis of the role of
regllocation for the cyclica behavior of productivity.
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Returning to Table 1, we see that one important factor is the horizon over which the
productivity growth is measured. By congtruction, the share of activity accounted for by exitsin the
base year and entrants in the end year are increasing in the horizon over which the base and end year
are measured. At an annua frequency, we observe that the share of employment accounted for by
exitsinthe U.S. inthe year t-1 isonly 0.02 and by entrantsin year tisonly 0.01. In contradt, at aten-
year horizon, the share of employment accounted for by plantsin the U.S. in year t-10 that ultimately
exit over the ten years is0.28 while the share of employment accounted for by plantsin year t that
entered over the ten years is0.26. These resultsimply that the contribution of any differencesin
productivity between entering and exiting plantswill be greater for changes measured over alonger
horizon.

The influence of the horizon dso islikdly to impact the observed productivity differences
between exiting plants in the base year and entering plantsin the end year via selection and learning
effects. That is, one year old plants are likely to have on average alower productivity than ten year old
plants because of selection and learning effects. Many sudies (e.g., Olley and Pakes (1996), Liu and
Tybout (1996), Aw, Chen and Roberts (1997)) present results suggesting that selection and learning
effects play an important role. Theresultsin Table 1 reflect thisin that the rdative productivity of
entering plants in the end year to exiting plants in the base year isincreasing for changes measured over

alonger horizon. !

11 Although the earlier vintage arguments suggest that it may be that younger plants should have
higher productivity. While such vintage effects may be present, the evidence clearly suggests that the
impact of sdlection and learning effects dominate.
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Putting these results on entry and exit together helps account for the finding that studies that
focus on high frequency variation (eg., Baly, Bartelsman and Hatiwanger (1997) and Griliches and
Regev (1995)) tend to find asmall contribution of net entry to aggregate productivity growth while
studies over alonger horizon find alarge role for net entry (e.g., Bally, Bartelsman and Hatiwanger
(1996), Haltiwanger (1997), and Aw, Chen and Roberts (1997)). We return to thisthemein
subsequent sections.

Overdl, however, the fact remains that it is difficult to assess the contribution of reallocation to
productivity growth by asmple comparison of results across sudies. Obvioudy, part of the reason for
thisisthat the results across sudies are from different countries, time periods, frequencies, and sectora
coverage. Indeed, exploiting the variation along these dimensions would be useful to shed light on the
factors that yield variation in the contribution of redllocation to productivity growth. However, part of
the reason for the differences across studies reflects differences in the decomposition methodol ogy
across sudies. To disentangle these differences, we conduct our own analysis and congider in detall
the sengitivity of resultsto aternative measurement methodologies. We now turn our attention to this
sengtivity andyss 1. Measurement and M ethodological | ssues
A. Alternative Decomposition Methodologies

To illudtrate the sengtivity to measurement methodology, we consider two dternative
decomposition methodologies. The first decomposition method (denoted method 1 in what follows) we

consider is amodified verson of that used by Baily, Hulten, and Campbdl (1992) and is given by:2

12 Thefirgt term in this decomposition (the “within component”) isidentica to that in Baily,
Hulten and Campbel| (1992). They essentialy combined the second two terms by caculating aterm
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where C denotes continuing plants, N denotes entering plants, and X denotes exiting plants. The first
term in this decomposition represents a within plant component based on plant-level changes, weighted
by initid sharesin the industry. The second term represents a between-plant component that reflects
changing shares, weighted by the deviation of initid plant productivity from theinitid industry index.
The third term represents a cross (i.e.,covariance-type) term. The last two terms represent the
contribution of entering and exiting plants, respectively.

In this decompasition, the between-plant term and the entry and exit terms involve deviations of
plant-level productivity from the initid industry index. For a continuing plant, thisimpliesthat an
increase in its share contributes positively to the between-plant component only if the plant has higher
productivity than average initia productivity for theindustry. Similarly, an exiting plant contributes
positively only if the plant exhibits productivity lower than the initid average, and an entering plant
contributes pogtively only if the plant has higher productivity than the initia average.

This decomposition differs somewhat from others that have gppeared in the literature in some

based upon the sum of changesin shares of activity weighted by ending period productivity. In
addition, they did not deviate the terms in the between and net entry terms from initid levels. As
Hatiwanger (1997) points out, thisimplies that even if dl plants have the same productivity in both
beginning and end periods, the between component and the net entry component in the Baily, Hulten
and Campbell decomposition will, in generd, be nonzero. See Haltiwanger (1997) for further
discussion.
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subtle but important ways.  Key digtinguishing festures of the decompostion used hereare: (i) an
integrated trestment of entry/exit and continuing plants; (ii) separaing out within and between effects
from cross/covariance effects. Some of the decompositions that appear in the literature are more
difficult to interpret because they do not separate out cross/covariance effects. For example, some
measure the within effect as the change in productivity weighted by average shares (int and t-k -- see
method 2 below). While the latter method yields a seemingly cleaner decompostion, it dso dlowsthe
within effect to partidly reflect redlocation effects snceit incorporates the sharein period t. Another
problem isin the treetment of net entry. Virtudly dl of the decompaositionsin the literature that consider
net entry measure the contribution of net entry via the smple difference between the weighted average
of entrants and exiting plants productivity. Even if there are no differencesin productivity between
entering and exiting plants, this commonly used method yields the inference that net entry contributes
positively to an increase (decrease) in productivity growth if the share of entrantsis greater (lessthan)
the share of exiting plants. There are rdated (and offsetting) problems in the treetment of the
contribution of continuing plants.

While this first method is our preferred decomposition, measurement error considerations
suggest an dternative decomposition closdly related to that used by Griliches and Regev (1995).

Congder, in particular, the following aternative decomposition (denoted method 2 in the remainder of

this paper):
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where abar over avariable indicates the average of the variable over the base and end year. In this
decompogtion, thefirg term isinterpretable asa within effect that is measured as the weighted sum of
productivity with the weights equa to the average (across time) shares. The second isinterpretable asa
between effect where the changes in the shares are indexed by the deviations of the average plant leve
productivity from the overdl industry average. In alike manner, the net entry terms are such that entry
contributes positively as long as entering plants are higher than the overal average and exiting plants are
lower than the overdl average.

This second decomposition method is amodification of the standard within/between
decompostion that is often used for balanced panels. The disadvantage of this method isthat the
measured within effect will now reflect in part cross/covariance effects (as will the measured between
effect). However, this second method is gpt to be less sensitive to measurement error in outputs or
inputs relative to the first method as shown in equation (2). Suppose, for example, we are considering
labor productivity (e.g., output per manhour) and that there is random measurement error in measured
manhours. Measurement error of thistype will imply that plantsin a given period with spurioudy high
measured manhours will have spurioudy low measured productivity. Such measurement error will yied
a negative covariance between changesin productivity and changesin shares (measured in terms of
manhours) and a spurioudy high within plant effect under method 1. In asmilar manner, consder the
decomposition of multifactor productivity usng output weights. Random measurement error in output
will yield a positive covariance between productivity changes and changesin shares and a spurioudy
low within plant effect under method 1. In contrast, the measured within effect from method 2 will be

less sengitive to random measurement error in output or inputs since the averaging across time of the
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shares will mitigate the influence of measurement error.*®
An dternative cross-sectiona decomposition methodology utilized by Olley and Pakes (1996)
isof interest aswell. Congder the following cross sectional decomposition of productivity for an

industry in period t (denoted method 3 in what follows):

F,=P 1) €, 30, P o)

wherein this case abar over avariable represents the cross-sectional (unweighted) mean across all
plantsin the same industry. The second term in this decomposition provides insghtsinto whether
activity (e.g., output or employment depending on how shares are measured) is disproportionately
located a high productivity plants. In addition, by examining the time series pattern of each of the terms
in this decompasition we can learn whether the cross-sectiona dlocation of activity has become more
or less productivity enhancing over time. One advantage of this cross-sectiond gpproach isthat the
cross-sectiond differencesin productivity are more persistent and |less dominated by measurement
error and trangtory shocks. A related advantage is that this cross-sectional decompaosition does not
rely on accurately measuring entry and exit. Both of these problems potentidly plague the time series
decompositions usng method 1 or method 2 (although method 2 has some advantages in terms of
measurement error). Of course, examining the time series patterns of the cross-sectiona
decomposition does not permit characterizing the role of entry and exit.

Clearly each of these techniques has notable strengths and wesknesses. Given the

13 This discussion focuses on Smple classical measurement error. There may be other forms of
non-random measurement error that are important in this context.



20

measurement concerns we have raised and given the independent interest in each of these dternative
methodol ogies, we present results from each of the three methods in the analysis that follows.
B. Measurement of Output, Inputs and Productivity Using the Census of Manufactures

In the next section, we present evidence gpplying the aternative decomposition methodologies
using plant-level data from the Census of Manufactures. A number of different but related versions of
the decompositions are considered. Firdt, we consder the decomposition of industry-level multifactor
productivity where the shares (s;) are measured using plant-level gross output. Thisweighting
methodology is common in the recent literature investigating such multifactor productivity
decompositions (see, e.g., Baly, Hulten and Campbdl| (1992), Bartelsman and Dhrymes (1994), Olley
and Pakes (1996), Aw, Chen and Roberts (1997)). Next, we consider a decomposition of
industry-leve labor productivity using both gross output and employment share weights. For |abor
productivity, the seemingly appropriate weight is employment (or manhours) snce thiswill yidd atight
measurement link between most measures of |abor productivity using industry-level dataand
industry-based measures built up from plant-level data. Both the Griliches and Regev (1995) and
Baily, Bartelsman, and Hatiwanger (1996) papers use employment weightsin this context. However,
aswe shdl see, using gross output weights as an dternative provides useful indghts into the relaionship
between multifactor and labor productivity decompositions and, in so doing, on the role of reallocation
in productivity growth.

Theindex of plant-level multifactor productivity used hereis Smilar to that used by Baily,

Hulten and Campbell (1992). Theindex is measured asfollows:
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where Q4 isred gross output, L islabor input (tota hours), K isred capitd (in practice separate
terms are included for structures and equipment), and My isred materids. Outputs and inputs are
measured in congtant (1987) dollars. Factor eladticities are measured viaindustry cost shares. The
index of plant-level labor productivity is measured as the difference between log gross output and log
labor input.** Using this measurement methodology with equation (1) yields industry-level growth rates
in productivity that correspond closdly to industry-level growth rates congtructed using industry-level
data.

The Census of Manufactures (CM) plant-level data used in the andysisincludes information on
shipments, inventories, book values of equipment and structures, employment of production and
nonproduction workers, total hours of production workers, and cost of materias and energy usage.
For the mogt part, the measurement methodology closely follows that of Baily, Hulten, and Campbell
(1992). The details of the measurement of output and inputs are provided in the Data A ppendix.

V. Resultsfor the U.S. Manufacturing Sector

We begin by characterizing results on the U.S. manufacturing sector over the 1977 to 1987

period. We focuson thisinterval sinceit comes close to reflecting changes on a peak-to-pesk basis.

In the second subsection, we consder various five-year intervals which tend to be dominated more by

14 We dso performed the labor productivity andysis using value-added per unit of labor. The
results usng this dternative measure in terms of the decompaositions and reltive productivity are very
smilar to those we report in the subsequent sections.
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cydica variation in productivity. In the third subsection, we look & net entry in more detail. The last
subsection summarizes the results.
A. Ten-year changes -- Basic Decompositions

Table 3 presents estimates of the gross expansion and contraction rates of employment, output
and capitd (structures and equipment) over the 1977-87 period. The rates of output and input
expanson (contraction) are measured as the weighted average of the growth rates of expanding
(contracting) plants including the contribution of entering (exiting) plants using the methodology of
Davis, Hatiwanger and Schuh (1996). ** The pace of gross output and input expansion and
contraction is extremely large over the ten-year horizon. Expanding plants yielded a gross rate of
expanson of more than 40 percent of outputs and inputs and contracting plants yielded a gross rate of
contraction in excess of 30 percent of outputs and inputs. Net growth rate of output is higher than that
of inputs (especialy employment) reflecting the productivity growth over thisperiod. A large fraction of
the output and input gross creation from expanding plants came from entry and alarge fraction of the
output and input gross destruction came from exit.

Table 3 dso includes the fraction of excess redllocation within 4-digit industries in each of these
industries. Excessredlocation is the sum of gross expansion and contraction rates less the absolute
vaue of net change for the sector. Thus, excess redlocation reflects the gross redllocation (expansion

plus contraction) that isin excess of that required to accommodate the net expansion of the sector.

15This methodology entails defining plant-level growth rates as the change divided by the
average of the base and end year variable. The advantage of this growth rate measureisthet it is
symmetric for positive and negeative changes and alows for an integrated trestment of entering and
exiting plants.
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Following Davis, Hatiwanger and Schuh (1996) (see pages 52 and 53 for a description of the
methodology) excess redlocation rates at the total manufacturing level can be decomposed into within
and between sector effects. The far right column of Table 3 indicates that most of the excess
redllocation at the total manufacturing level reflects excess redlocation within 4-digit indudtries. Thus,
the implied large shifts in the alocation of employment, output and capitd are primarily among
producersin the same 4-digit indudtry.

The large within sector redllocation rates motivate our andysis of productivity decompostions
at the 4-digit level. We gpply the decompositions in equations (2) and (3) at the 4-digit level. In most
of our results, we report the results for the average industry.  Following Baily, Hulten, and Campbell
(1992), the weights used to average across industries are average nomina gross output, averaged
over the beginning and ending years of the period over which the change is measured. The same
industry weights are used to aggregate the industry results across dl of the decompostions. The
moativation for thisis that the focus hereis on within-industry decompaositions and thus the results do
not reflect changing industry composition.*®

Consder firgt the decompostion of industry-level multifactor productivity reported in Table 4
for the 1977-87 period. For method 1, the within component accounts for about haf of average

industry productivity growth, the between-plant component is negative but rdatively smal, and the

16 Changesin aggregate productivity from between industry redllocation is an interesting topic
initsown right but the conceptual and measurement issues are potentidly quite different. Our focusis
on the noisy and complex process of industry growth with individua businesses in the same industry
trying to find the best ways to produce and sdll their goods and services given their own potentialy
idiosyncratic conditions. The resulting entry/exit as wdl as contraction and expansion of busnessesin
the same industry reflects the evolution of the idiosyncratic decisions and fortunes across businesses.



24

cross term is pogitive and large accounting for about a third of the average industry change. Net entry
accounts for 26 percent of the average industry change. For method 2, the within component accounts
for 65 percent of average industry productivity growth, the between component 10 percent, and net
entry 25 percent.” The comparison across methods for multifactor productivity suggests that the
impact of net entry is robust across methods but inferences regarding the contribution of redllocation
among continuing plants vary widdly across methods. We return to considering the reasons for this
below after we consder the labor productivity decompositions.

The decompositions of labor productivity are reported in Table 4 aswell. For labor
productivity at the establishment level we consider two aternatives: output per manhour and output per
worker. In generd, the results are very smilar between these dternatives.  To aggregate across
edtablishmentsin the same industry, we consder two aternatives as well: output weights and labor input
weights. When we use output weights, we only report the results for output per manhour since the
results are very smilar to those for output per worker. In the discussion that follows we focus on the
digtinction between those results that use output weights and those that use labor weights (either
employment or manhours).

Interestingly, whether one uses labor or output shares yields gpproximeately the same overal
average industry growth in labor productivity over this period. In addition, the contribution of net entry
is quite smilar whether labor or output shares are used or whether method 1 or method 2 is used.

Thus, in ether case, redllocation plays an important role (at least in an accounting sense) in labor

7 \We look a method 3 at the end of this subsection.
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productivity growth vianet entry.

The biggest difference between the results using output and employment weights is associated
with the continuing plants for method 1.  The decomposition of labor productivity using gross output
share weights looks very smilar to the multifactor productivity decomposition in that the respective
roles of within, between, and cross effects are quite smilar. When labor shares are used as weights as
opposed to output shares, the within plant component of labor productivity growth ismuch larger. In
addition, with labor weights, thereis relatively little contribution from the between and covariance terms.
Thisfinding of alarge within-plant contribution for labor productivity using labor weightsis Smilar to the
findingsin Griliches and Regev (1995) and Baily, Bartdlsman, and Hatiwanger (1996). The implication
from the labor weighted resultsis that, for continuing plants, much of the increase in labor productivity
would have occurred even if labor shares had been held congtant &t therr initid levels.

For method 2, the differences between the results using labor or output weights are substantialy
diminished. Indeed, under method 2, the results using dternative productivity measures (multifactor or
labor) or dternative weights (output, manhours or employment) are very smilar. These results suggest
that more than 60 percent of average industry productivity growth can be accounted for by within plant
effects, less than 10 percent by between plant effects and more than 25 percent by net entry.

An obvious question is what underlies the differences between method 1 and method 2? To
shed light on the differences in results across methods, Table 5 presents smple correlations of the
plant-level growth ratesin multifactor productivity, labor productivity, output, employment, equipment
and structures. These correlations are based upon the 1977-87 changes for continuing plants.

Multifactor productivity and labor productivity growth are strongly positively correlated. Not
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surprisingly, output growth and input growth are highly positively correlated (especialy output and
employment growth). Nevertheless, while output growth is strongly positively correlated with both
multifactor and labor productivity growth, employment and capital growth are virtualy uncorrelated
with multifactor productivity growth. There is a postive correlation between capitd growth and labor
productivity growth and an even stronger positive correlation between capitd intensty growth (the
growth in capita per unit of labor) and labor productivity growth. The negative correlation between
labor productivity growth and labor input growth underlie the negative crosstermsin the
decompositions of labor productivity using employment or manhours weights. In an analogous manner,
the pogitive correations between productivity (multifactor or labor) growth and output growth underlie
the positive cross terms in the decompositions using output weights.

A number of factors are at work in generating these patterns, andyzing these factors will help us
disentangle the differences in the results between methods 1 and 2. Thefirgt potentid factor is
measurement error, the second factor concerns changes in factor intengties. As discussed in section
IV, measurement error will generate a downward bias in the correlation between productivity growth
and employment growth and an upward bias in the correlation between productivity growth and output
growth. Likewise, measurement error will yield a spurioudy low (high) within plant share for multifactor
(labor) productivity growth usng method 1. The patternsin Table 4 and 5 are consstent with such
influences of measurement error. Moreover, the seemingly consistent results across productivity
measures using method 2 suggests that method 2 is effective in mitigating these measurement error
problems. Recall that method 2 uses averages across time to generate the appropriate aggregation

“weights’ for the changes in productivity and changesin activity shares and this averaging will tend to
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mitigate problems from measurement error.

Whileit is tempting to conclude that measurement error is driving the differences between
methods 1 and 2 and thus method 2 should be preferred, there are dternative explanations of the
observed patterns. Firg, the differences between methods 1 and 2 are systematic for dternative
measures of productivity. In particular, the results for labor productivity per hour are very smilar to
those using labor productivity per worker. Since employment and shipments are measured rlatively
well (in comparison to, say, hours), the latter productivity measure should be the least affected by
measurement error but we do not see adifferent pattern for this measure. In addition, and perhaps
more importantly, there are a number of reasons that the patterns of labor productivity and multifactor
productivity should be different. We now consder these issues briefly.

Recdl that Table 5 shows a strong positive correlation between |abor productivity growth and
capitd intengity growth. Moreover, thereis a positive correlation between plants with initialy high labor
shares and growth in capita intengity (their corrdaion is 0.14). These patterns suggest that changesin
capitd intensity may be associated with the large within plant contribution for labor productivity under
method 1. That is, plantswith large changesin capitd intengity adso exhibited large changesin labor
productivity and aso had large initid labor shares. These factors together contribute to alarge within
plant share under method 1 for labor productivity. Note aswell that changesin capitd intensity need
not be tightly linked to changes in multifactor productivity which isindeed the case as seen in Table 5.
Viewed from this perspective, method 2 may be masking some important differences in the patterns of
labor and multifactor productivity. Recdl that the conceptud problem with method 2 is that the within

term confounds changes in plant level productivity with changesin shares of activity. The within plant
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component for labor productivity is lessened because the change in labor productivity is aggregated
using average ingtead of initid labor shares and thus mitigates the reationship between changesin
capitd intensity and labor productivity (and initid sheres).

To hdp differentiate between the measurement error and productivity-enhancing changesin
factor intengties, it is useful to congder evidence for some individud industries. Consider, for example,
the stedl industry (SIC 3312). Asdocumented in Davis, Hatiwanger and Schuh (1996), the stedl
industry underwent tremendous restructuring over the 1970s and the 1980s. A large part of this
restructuring involved the shifting from integrated millsto mini mills. While substantia entry and exit
played amgor role, the restructuring of the industry aso involved the retooling of many continuing
plants. Bally, Bartdlsman, and Hatiwanger (1996) present evidence that continuing plants in the stedl
industry downsized sgnificantly over this period of time and exhibited substantia productivity gains (i.e,
there is alarge negative covariance between employment changes and labor productivity changes
among the continuing plants in the sted industry). Asreported in Davis, Hatiwanger and Schuh, the
average worker employed at a stedl mill worked at a plant with 7000 workersin 1980 and only 4000
workers by 1985. Moreover, this downsizing was associated with large subsequent productivity gains
in the sted industry (see, e.g., Figure 5.8 in Davis, Hatiwanger and Schuh (1996)). These patterns are
reflected in the decompositions we have generated underlying Table 4. For SIC 3312, for example,
we find that growth in [abor productivity per hour is 29.7 for the 1977-87 period and the within
component using method 1 accounts for 93 percent.  Congstent with the view that the downsizing was
productivity enhancing in thisindustry we find a negative cross term of 23 percent. In addition, capitd

intengty growth in the sted indudtry is postively corrdated with changesin labor productivity at the
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plant level with acorreaion of 0.26. Taken together, these patterns paint a picture of many plants
changing ther factor intengtiesin dramatic ways and thisin turn being reflected in the growth in |abor
productivity.®

Asthe discussion of the sted industry illustrates, the patterns we observe in the crosstermsin
the decompositions for method 1 using dternative weights are potentialy driven by part of awithin plant
restructuring process that yields substantial productivity gains. More generaly, these results suggest
that the connection between measured redlocation of inputs, outputs and productivity growth is quite
complex. Plants are often changing the mix of inputs a the same time they change the scale of
production. Some technologica innovations (e.g., minimills) may lead to substantid downsizing by
plants that adopt the new technology. Alternatively, technological innovations may take the form of
cost savings or product quaity enhancements that enable successfully adopting plants to increase their
market share with accompanying expansion.

Results using the cross-sectiona decomposition (method 3) are reported in Table 6. We
conducted this decomposition separately for every 4-digit industry using multifactor productivity with
output weights, labor productivity per hour using manhour weights and labor productivity per worker
using employment weights. The reported results are the average industry results where the weighted
average across industries uses the same industry weights asthose used in Table 4. Thereisa positive
second term for al productivity measures for dl years indicating that plants with higher productivity

have higher output and labor sharesin their industry.  For each of the measures, the overal productivity

18 1t isworth noting, as well, that the within component using method 1 accounts for 87 percent
of the growth in multifactor productivity in thisindudtry.
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increases between 1977 and 1987. The decomposition revedl s that this reflects both an increase in the
unweighted mean productivity across plants and an increase in the cross term for the average indudtry.
This latter finding indicates that the reallocation of both outputs and labor inputs between 1977 and
1987 has been productivity enhancing.

B. Five-year Changes: 1977-82, 1982-87 and 1987-92

For the five year changes in industry-level productivity, we consider a subset of the exercises
considered in the prior section. In particular, we consider the time series decompositions using
methods 1 and 2 for the five-year changes measured from 1977-82, 1982-87 and 1987-92. The
productivity measures we consder are multifactor productivity using gross output weightsin the
decomposgitions and labor productivity per hour using manhour weights in the decompositions.

The results of these decompositions are reported in Table 7. Cyclicd variation in productivity
growth plays a dominant role in the overadl patterns. Productivity growth is especialy modest in the
1977-82 period and very strong in the 1982-87 period. Using method 1, the multifactor productivity
and |abor productivity decompostions yield quite different stories, epecidly for the periods that are
roughly coincident with cyclical downturns. For example, for the 1977-82 period, the within shareis
actudly negative for the multifactor productivity decompaosition while the within share is above one for
the labor productivity decomposition. Associated with these dramaticaly different within plant
contributions are very different crossterms. For the multifactor productivity decomposition, the cross
term is positive and relaively large (above one) and for the labor productivity decomposition, the cross
term is negative and rdatively large (above one in absolute magnitude).

In contrast, method 2 yields results that are much less erratic across multifactor and labor
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productivity and across the dternative subperiods. Even here, however, the contribution of within plant
changes to multifactor productivity ranges from about 50 percent in cyclica downturns to about 80
percent in cyclical upturns.

What underlies these very different patterns? Table 8 sheds light on this issue by characterizing
the smple correations for continuing establishments. The corrdation between productivity growth
(either multifactor or labor) and output growth is large and positive while the correlation between labor
productivity and manhours growth is large and negative. These corrdations and the implied patternsin
the decompostions likdly reflect avariety of cycdica phenomena and associated measurement
problems. For example, cyclica changesin factor utilization will yield purious changes in measured
productivity to the extent that the changes in utilization are poorly measured.

In short, the high frequency results are difficult to characterize snce the contribution of various
components is sendtive to decomposition methodology, the measurement of multifactor versus labor
productivity, and to time period. However, a couple of patterns are robust. First, the contribution of
net entry isrobust to the adternative measurement methods.  Second, while the contribution of net entry
is sengtive to time period, the pattern is regular in the sense that the contribution of net entry is greater

in cydlica downturns® Third, using the method more robust to measurement error problems (method

19 1t is useful to note that the large contribution of net entry to productivity growth in 1977-82
and 1987-92 is not due to an especidly large share of activity accounted for by entering and exiting
plants but rather by alarge gap in productivity between entering and exiting plants reative to the overal
growth in productivity. For example, for the 1987-92 period, the share of output of exiting plantsin
1987 isonly 0.13 and the share of output of entering plantsin 1992 isonly 0.12. However, the
difference in productivity between entering and exiting plantsis about 7 percent which is substantialy
greater than the 3.3 percent overdl growth in productivity over thistime period.
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2), the contribution of reallocation amongst continuing plantsis dso greater in cyclicad downturns.
Putting these pieces together yields the interesting inference that the contribution of reallocation to
productivity growth tends to be greater during cyclical downturns.

C. The Role of Entry and Exit

As noted in the previous subsections, arobust result is the contribution of net entry. Whether
we examine ten-year or five-year changes, net entry plays an important role in accounting for aggregeate
productivity growth. We begin our detailed examination of the role of entry and exit by returning to the
ten-year changesfor 1977-87. Pand A of Table 9 provides information about some of the underlying
determinants of the role of net entry by reporting output and labor shares of entering and exiting plants
and the weighted average of productivity levels for continuing, entering and exiting plants. The reported
productivity indexes are reative to the weighted average for continuing plantsin 1977. Entering plants
tend to be smaler than exiting plants, as reflected in the generdly smaller output and employment shares
of entrants (relative to exiting plants). Entering plantsin period t (here 1987) tend to have higher
productivity than the level of productivity in period t-k (here 1977) for exiting and continuing plants, but
entrants exhibit dightly lower productivity than continuing plantsin period t. Exiting plants from period
t-k tend to have lower productivity than continuing plantsin period t-k.

Oneingght that emerges from comparing panel A of Table 9 to the results of Table 4 isthat the
contribution of entering plants displacing exiting plants to productivity growth is disproportionate reative
to the respective contribution of entry and exit in accounting for activity. For example, the contribution
of net entry to multifactor productivity is 25 percent while the share of output accounted for by exiting

plantsis 22 percent and the share of activity accounted for by entering plantsis 21 percent. Similar
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patterns of disproportiondity are observed for labor productivity. The disproportionate contribution of
net entry reflects the fact that the gap in productivity between entering and exiting plantsis larger than
the gap across time among continuing plants. Thisfinding isimportant because it indicates that the
contribution of net entry is not smply an accounting result. That is, if entry and exit were just random
and uncorrdated with productivity, then the contribution of net entry would smply reflect the share of
activity accounted for by entering and exiting plants.

Itis of course, limiting to Smply compare the relaive productivity of entering plantsin 1987
with exiting plantsin 1977. The differences reflect many factors including overal productivity growth,
selection and learning effects. To begin shedding light on these issues, the lower panel of Table 9
consdersthe relative productivity of the entering plants in 1987 based upon a cross classification of the
year of entry. Given the availability of economic census datain 1982, entry age can be measured for al
entering establishments in terms of census cohorts (i.e., 1978-82 or 1983-87). For multifactor
productivity, we find that in 1987 the rdative productivity of the older cohort is higher (1.10) than the
younger cohort (1.07). For labor productivity using manhours or employment asmilar pattern is
observed. Thesefindings are consstent with the predicted impact of selection and learning effects but
dill are inadequate for understanding the underpinnings of the contribution of net entry. Following
methodology used by Aw, Chen and Roberts (1997), we can make a bit more progressin
distinguishing between dternative factors usng some smple regresson andysis to which we now turn.

Table 10 presents regression results using the pooled 1977-87 data. The upper pand
consders asmple regression of the (log) of productivity on a set of dummies indicating whether the

plant exited in 1977, entered in 1987, ayear effect to control for average differencesin productivity
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across the two years, and 4-digit industry dummies (not reported).?  The omitted group is continuing
plantsin 1977 so the coefficients can be interpreted accordingly. Thisfirst set of results smply confirm
earlier results but help in quantifying datigtical significance: exiting plants have sgnificantly lower
productivity (multifactor and labor) than continuing plants, plantsin 1987 have sgnificantly higher
productivity (multifactor and labor) than plantsin 1977, and entering plants in 1987 have lower |abor
productivity than the continuing plantsin 1987. Note, however, that according to these regressons
thereis no gatigtica difference between continuing plants and entering plants in terms of multifactor
productivity in 1987. Also reported in the upper panel is the F-test on the difference between entering
and exiting plants which is highly sgnificant for al measures, even after having controlled for year
effects.

The lower pand of Table 10 isthe regression anaogue of the lower pand of Table 9.
Essentidly the same specification asin the upper pand is used except that here we classfy entering
plants based on whether they entered between 1977-82 or 1982-87. The resultsindicate that there are

sgnificant differences between the cohorts of plants. The plants that entered earlier have significantly

20 By pooling the data across industries, we are pursuing a dightly different approach than in
prior decomposition exercises where we cal culated the decomposition for each industry and then took
the weighted average of the 4-digit results. However, by controlling for 4-digit effects and using
anadogous weights to those used in the decomposition exercises, these results are close to being the
regresson analogues of earlier tables. The results using unweighted regressions are quditatively smilar
to those reported here with smilar sgnificance levels for the various tests on coefficients. Moreover,
for multifactor productivity, the magnitudes of the coefficients are very smilar usng unweighted
regressons. For the labor productivity results, the magnitudes are smdler for the unweighted results.
We suspect that thisis because the typica entering and exiting plant is smdler and less capitd intensve
than the typica continuing plant. Since there is a positive relaionship between sze, capita intensty and
labor productivity, thiswill yied larger differences in average productivity levels between continuing,
entering and exiting plants using weighted as opposed to unweighted regressons.
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higher productivity (multifactor or labor) than plants that entered later.

The lower panel of Table 10 till does not permit disentangling selection and learning effects. In
Table 11, we report results that shed some light on these different effects® In Table 11, weuse a
smilar pooled specification with year effects, entry dummy, exit dummy and 4-digit effects. However,
in this case we consder additiond information about plants that entered between 1972-77. By dividing
this entering cohort into exiters and survivors, we can characterize selection and learning effects. In
particular, we make three comparisons using this information. Firg, for exits, we distinguish among exits
those who entered between 1972-77 and those who did not (comparing ** and (). Second, we
distinguish among the entering cohort those that exit and those that survive to 1987 (comparing ** and
2). Findly, for the surviving 1972-77 cohort, we also examine productivity in 1977 (the entering year)
and productivity ten yearslater (comparing 2 and 8).

Plants that entered between 1972-77 and then exited are Sgnificantly less productive in 1977
than continuing incumbentsin 1977 (who are not from that entering cohort) whether productivity is
measured in terms of multifactor or labor productivity (*'<0). Of exiting plants, those that entered
between 1972-77 are less productive in 1977 than other exiting plants (**<(), athough the results are
not satidicaly sgnificant for multifactor productivity . The exiting plants from this entering cohort are
a0 less productive in 1977 than the surviving members of this cohort (' <2), dthough the differences

are not gatidticaly sgnificant for the multifactor productivity measure even a the 10 percent level.  The

21 This specification is quite Smilar to various specifications consdered in Aw, Chen and
Roberts (1997). Our results are quditatively consstent with theirsin the sense that we find that both
learning and selection effects contribute sgnificantly to the observed plant-level productivity
differentids.
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latter findings are broadly consstent with selection effects since it is the less productive plants from the
entering cohort that exit (athough again not dways highly significant).

Even the surviving members of the entering 1972-77 cohort are less productive than
incumbents (2<0). However, for the entering cohort, we obsarve significant increases in productivity
over the ten years (2<8), even though we are controlling for overdl year effects.  This patternis
congstent with learning effects playing an important role.

To conclude this section, we consider Smilar regression exercises for the five-year changes
from 1977-82, 1982-87 and 1987-92.% Tables 12 and 13 report regression results for these five-year
intervals. Interestingly, the patterns for the five-year changes regarding the differences between entering
and exiting plants and the role of sdection and learning effects mimic those for the ten-year changes. In
Table 12, we obsarve that entering plants have higher productivity than exiting plants even while
controlling for year effects. In Table 13, we examine the behavior of the entering cohorts for each of
the five-year changes? With one exception, for plants that exit the plants that are in the entering cohort
have lower productivity than other plants (**<(). For the entering cohort, the productivity level in the
year of entry islower for those that immediately exit than those that survive (*'<2). For those that
survive in the entering cohort, we observe significant increasesin productivity even after controlling for

average increases in productivity amongst al plants via year effects (2<8). One interesting feature of

22 All specifications include 4-digit industry effects, year effects, and entry and exit dummies.
Table 13 isanalogous to Table 11; we decompose some of these effects dlowing for potentialy
different behavior of the most recent entering cohort.

2 That is, for the 1977-82 changes we consider the 72-77 entering cohort, for the 1982-87
changes we consder the 77-82 entering cohort, and for the 87-92 changes we consider the 82-87
entering cohort.
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these resultsis thet the differences reflecting both sdection and learning effects are highly significant for
both multifactor and labor productivity measures.

In sum, we find that net entry contributes disproportionately to productivity growth. The
disproportionate contribution is associated with less productive exiting plants being displaced by more
productive entering plants. New entrants tend to be less productive than surviving incumbents but
exhibit subgtantia productivity growth. The latter reflects both sdection effects (the less productive
amongdt the entrants exit) and learning effects.

D. Summing Up the Results for Manufacturing

To sum up the results from this sengitivity andys's, our results suggest that redlocation plays a
sgnificant role in the changes in productivity growth a the industry level. While measurement error
problems cloud the results somewhat, two aspects of the results point clearly in thisdirection. First, our
time series decompostions show alarge contribution from the replacement of less productive exiting
plants with more productive entering plants when productivity changes are measured over five or ten
year horizons. A key feature of these findingsis that the contribution of net entry is disproportionate --
that is, the contribution of net entry to productivity growth exceeds that which would be predicted by
smply examining the share of activity accounted for entering and exiting plants. Second, the cross-
sectiond decompoasitions, which are less subject to measurement error problems, uniformly show that
the redllocation of both output and labor inputs has been productivity enhancing over this same period.

Nevertheless, an important conclusion of this sengtivity analyssis that the quantitative
contribution of reallocation to the aggregate change in productivity is sendtive to the decomposition

methodology thet is employed. Using amethod that characterizes the within plant contribution in terms
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of the weighted average of changesin plant multifactor (Iabor, when using labor weights) productivity
using fixed initid weights yields a subgtantidly lower (higher) within plant contribution than an dternative
method that uses the average time series share of activity asweights. The former method (method 1)
arguably yields cleaner conceptud interpretations but is a'so more subject to measurement error. The
latter method (method 2) yields results that are more consistent across multifactor and labor
productivity measures. Examining the detailed components of the decompositions across multifactor
and |abor productivity measures yields results consi stent with measurement error interpretations and, on
this basis, favor method 2 that mitigates measurement error problems. However, some aspects of the
patterns (in particular, the strong correlation between within plant changes in labor productivity and
capitd intensity) suggest that there are likely important and systematic differences in the contribution of
redllocation to labor and multifactor productivity.
VI. Productivity and Reallocation in the Service Sector
A. Overview and Measurement Issues

All of the studies we have reviewed, as well as our andysis of the sengtivity of the resultsto
dternative methodol ogies, have been based on productivity decompositions usng manufacturing data.
In this section, we consider the same issues in the context of changes in productivity in a service sector
industry. We redtrict our attention here to a smal number of 4-digit industries that account for the 3-
digit industry automotive repair shops (SIC 753). Our focus on this 3-digit industry is motivated by
severd factors. Firgt, sncethisis one of the firgt studies to exploit the Census of Services

establishment-leve data at the Bureau of the Census, we wanted to conduct a study on ardétively
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smal number of 4-digit industries to permit careful attention to measurement issues* Second, for this
specific 3-digit industry, we can gpply procedures for measuring plant level |abor productivity (here
measured as gross output per worker) in amanner thet is directly comparable to officid BLS methods.
That is, for this specific industry, BLS generates 4-digit output per worker measures by using gross
revenue from the Census of Service industries and then deflating the 4-digit revenue using an
appropriate 4-digit deflator derived from the Consumer Price Index.?® By obtaining the appropriate
deflators, we can mimic BL S procedures here which is especidly important given our concerns about
measurement issues.

A third reason that we sdected this specific 3-digit industry isthat this industry has been subject
to rapid technological change. Over the last decade or so, the automotive repair industry has
experienced ggnificant changesin the nature and complexity in both the automohiles that are being
serviced and in the equipment used to do the servicing. According to Automotive Body Repair News
(ABRN), “...vehicles are becoming more eectronic and require more expensve diagnostic tools for
successful troubleshooting.” For example, ABRN reports that the percentage of automobiles with
electronic transmissions has increased from 20% in 1990 to 80% in 1995 and is expected to increase
to 95% by the year 2000. According to ABRN, “this growth in automotive eectronics has not only
changed the vehicle, it has dtered sgnificantly the technica requirements of the individuals who service”’

the automobiles.

24 Given that these data have not been widdly used, the results reported here should be viewed
as exploratory and interpreted with appropriate caution.

% See the paper by Dean and Kunze (1992) on service sector productivity measurement.
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Recent improvements in automobiles and in the manner in which they are repaired may interfere
with our measurement of changesin output per worker. It is possible that we may not accurately
characterize productivity changesin the industry because of changesin the qudity of both the outputs
and the inputs. While we recognize that this pervasive concern may be especidly problematic in the
service sector, we believe that these problems will be somewhat mitigated by severd factors unique to
this context. First, our (admittedly limited) research on changesin this industry indicate that process
innovations dominate product innovations. That is, while both the parts and processes to repair
automobiles have undergone substantia improvement, we believe that the improvementsin repair
technology are more important for our purposes. For example, some of the largest changes have taken
placein the field of troubleshooting and have provided mechanics with the ability to more accurately
and more quickly diagnose repair problems.  Such improvements in diagnostics are gppropriately
reflected in our (and the officia BLS) output per worker measures since establishments that are better
at diagnosis will exhibit higher measured output per worker. Second, our focus is on the decompasition
of productivity changes rather than the overdl changeitsdf. Mismeasured qudity change will
undoubtedly imply that the overal changein mismeasured, but it islessclear how it will distort the
inferences about the contribution of reallocation to the overadl change.

We conduct our analysis by exploiting the Census of Service establishment-level data from
1987 and 1992. The Census of Service data contain information on gross revenue and employment as
well asahogt of establishment-leved identifiers. The data on gross revenue are deflated with an
gppropriate 4-digit deflator to generate ameasure of red gross output (in 1987 dollars). Combining

the data on red gross output with the employment data alows us to generate measures of labor
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productivity that are fully comparable to those presented in section V. A discussion of the method used
to link establishments in the Census of Services can be found in the Data Appendix.

Before proceeding to our analysis of the micro data, it is useful to consder the officid BLS
productivity seriesfor SIC 753. Figure 1 plotsthe index for output per worker produced by BLS. As
is evident from the figure, thisindustry exhibits substantia cydlicdlity in labor productivity. This
cydicdity likely influences our analysis since we focus on the Census of Services micro data from 1987
to 1992. Figure 1 indicates that while recovery had begun in 1992 and 1992 labor productivity
exceeds 1987 labor productivity, labor productivity was below the cyclica pesk it had reached in
1989. Recdl from the discussonin sections 1l and 1V that the role of reallocation for productivity
growth appears to be cydicaly sengtive for sudies usng manufacturing data. We need to keep the
impact of cydicdity in mind therefore, when consdering the determinants of industry-wide productivity
growth.

B. Decompositions of Industry Productivity Changes

We now turn our attention to an analysis of the decomposition of aggregate productivity growth
for the automobile repair industry. To begin, Table 14 presents gross expansion and contraction rates
for employment and output for the overdl 3-digit industry and the underlying 4-digit indudtries. The
gross flows of employment and output are quite large in thisindustry with five-year gross expanson and
contraction rates of gpproximately 50 percent. The implied five-year excess reallocation rates for each
industry are often above 80 percent. These rates are quite large relative to the ten-year gross rates for
manufacturing reported in Table 3. Indeed for manufacturing, five-year grass employment expansion

and contraction rates are typically less than 30 percent (see, e.g., Dunne, Roberts and Samuelson
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(1989) and Badwin, Dunne, and Hatiwanger (1995)). Thus, taken at face value, these rates suggest
tremendous churning among automotive repair shops.?®

In arelated manner, the share of expansion accounted for by entrants and the share of
contraction accounted for by exits are both extremely large.  The entry and exit shares exceed 50
percent for al industries and in some cases exceed 80 percent. To provide some perspective, Baldwin,
Dunne, and Hatiwanger (1995) report that roughly 40 percent of five-year gross job flowsin U.S.
manufacturing are accounted for by entrants and exits.

Table 15 presents the gross contraction and expansion rates by establishment size classalong
with information regarding the distribution of establishments by sze dass. The vast mgority of
automotive repair shops are very smdl with less than 10 employees.  This helps account for the rapid
pace of output and employment redllocation and the dominant role of entrants and exits. Many studies
(seethe survey in Davis and Hatiwanger (1997)) have shown that the pace of reallocation aswell as
entry/exit rates are sharply decreasing functions of employer sze.

Table 16 presents the decomposition of labor productivity (per worker) growth using method 1
(panel A) and method 2 (pandl B) described in section IV. The componentsin these tables are

reported directly (essentidly the termsin equations (2) and (3)) rather than as shares of the tota asin

25Given the magnitude of establishment births and deaths on employment flows and
productivity, and the newness of these data, we considered it prudent to try to find benchmarks for
bus ness failure from sources outsde the Census Bureau. We contacted BABCOX Publications,
publishers of severa automobile service periodicals. BABCOX provides its publications free of charge
to al companiesin, among others, SIC 7532 (Top, Body, and Upholstery Repair Shops and Paint
Shops) and they believe that they have amailing lig that includes dmog dl of the individua
establishmentsin the industry. They find that about 10% of the businesses on their mailing list disappear
each year. Over afive year period therefore, ther attrition rate is Smilar to what we find.
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prior tables. We present them in thisform to avoid confuson. The components exhibit consderable
variation in both sgn and magnitude so the shares of the total often exceed one.

For the overadl 3-digit industry, we find that the gain in productivity across the five-year period
is gpproximately 2.4%. Thisislower than the BLS estimate in Figure 1 of gpproximately 4.9%. There
are severd possble explanations for this difference. Firdt, our data on revenue and employment come
exclusively from the economic censuses. While, according to Dean and Kunze (1993), BL S gets their
employment data from avariety of sourcesincluding BLS Establishment Survey, IRS Statidtics of
Income, and the Census Bureau' s Current Population Survey.?” Furthermore, BL'S attempts to adjust
their industry output to account for businesses without payroll (e.g., sole proprietorships). By contradt,
the economic census data we use cover only establishments with paid employees.

Next, note from Table 16 that net entry plays avery large role regardless of the method is used.
Indeed, productivity growth from net entry actually exceeds the overal industry growth. Thus, the
overal contribution of continuing establishments is negative. On the other hand, the decompaosition of
the effects of continuing establishments differs substantially across methods 1 and 2. The reason for this
isthat there is an extremely large negative cross effect with method 1. With method 1, the within and
between effects usng method 1 are typicdly pogtive. In contrast, under method 2, the within effect is
uniformly negative and the between effect istypicaly postive. Correations for continuing

establishments are reported in Table 17. Underlying the crosstermsin Table 16 are the large positive

2 Thereisajoint BEA, BLS, and Bureau of the Census project currently underway thét is
comparing the establishment data gathered by BLS and Census. One of its goadsisto examine how
mixing employment and revenue data from the two agencies may affect Satistics such asindustry
productivity measurements.



correlation between labor productivity growth and output growth and the large negative correlaion
between labor productivity growth and employment growth

Since the time series decompositions are sensitive to measurement error problems and
longitudina linkage problems, it is useful to aso examine the Olley-Pakes style cross sectiond
decompositions. Table 18 reports these cross sectional decompositions for 1987 and 1992. The cross
term for dl indudtries is positive indicating that the share of employment is greater at establishments with
larger productivity. The relative importance of the cross term is especidly large for the overdl 3-digit
industry and aso its biggest single 4-digit industry, generd automotive repair shops (SIC 7538). In
addition, for the overdl 3-digit industry as well asfor general automotive repair shops, thereisan
increase in the cross term reflecting the fact that the redllocation of employment over thistime has been
productivity enhancing.
C. The Role of Entry and Exit

The resultsin the prior section indicate that in an accounting sense essentidly al (indeed more
than al) of the productivity growth in these industries comes from net entry. Table 19 illugtrates the
underlying determinants of the contribution of net entry. Severd features of Table 19 dand out. Firs,
the shares of employment accounted for by exiting plantsin 1987 and by entering plantsin 1992 are
very large. Second, continuing plants exhibit little overal change in productivity. Third, entering plants
in 1992 actudly have somewnhat lower productivity than the incumbents had in 1987 but they have
much larger productivity than the exiting plants had in 1987. Thus, the biggest impact comes from the
large exodus of low productivity plants.

In an andogous manner to the regression exercisesin section 1V, Table 20 characterizes the
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differences between entering and exiting plants more formaly. The specification includes year effects,
4-digit indudtry effects (not shown), entry and exit dummies. Even after controlling for year effects (and
thus overdl trends in productivity growth in the indudtry), exiting plants have significantly lower
productivity than continuing plants, entering plants have significantly lower productivity than continuing
plants, and entering plants have sgnificantly higher productivity than exiting plants.
D. Summary of Service Sector Results

Since the Census of Services micro data have not been widely used, this analysis and the
findings should be viewed as exploratory. Nevertheless, taken at face vaue the results are quite
interesting and clearly cal for further anadysis. Fird, there is tremendous redllocation of activity across
these service establishments with much of this redllocation generated by entry and exit.  Second, the
productivity growth in the industry is dominated by entry and exit effects. The primary source of
productivity growth between 1987 and 1992 for the automobile repair shop industry is accounted for
by the exit of very low productivity plants.
VIl. Concluding Remarks

In this study we have focused on the contribution of the redlocation of activity acrossindividua
producers in accounting for aggregate productivity growth. A growing body of empiricd andyss
reveds gtriking patterns in the behavior of establishment-leve reallocation and productivity. Firdt, there
isalarge ongoing pace of reallocation of outputs and inputs across establishments.  Second, the pace of
redllocation varies secularly, cydicaly and by industry. Third, there are large and persistent
productivity differentials across establishments in the same industry. Fourth, entering plants tend to

have higher productivity than exiting plants. Large productivity differentids and substantia redlocation
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are the necessary ingredients for an important role for redlocation in aggregate productivity growth.
Nevertheless, areview of existing sudies yidds awide range of findings regarding the contribution of
redllocation to aggregate productivity growth.

In both our review of exigting studies and our own sengtivity andysis, we find thet the variation
across sudies reflects a number of factors. Firdt, the contribution of reallocation varies over time (i.e,
iscyclicaly sengtive) and across industries. Second, the details of the decomposition methodol ogy
matter. Our findings suggest that measurement error interacts with the aternative decomposition
methodologiesin ways that affect the fina results. Third, the contribution of net entry depends criticaly
on the horizon over which the changes are measured. Small shares of the role of entrants and exitsin
high frequency data (e.g., annua) make for ardatively smal role of entrants and exits using high
frequency changes. However, intermediate and longer run (e.g., five and ten year) changesyield alarge
role for net entry. Part of thisisvirtudly by congtruction since the share of activity accounted for by
entry and exit will inherently increase the longer the horizon over which changes are measured.
Nevertheess, arobust finding isthat the impact of net entry is disproportionate Since entering plants
tend to displace less productive exiting plants, even after contralling for overdl average growth in
productivity. The gap between the productivity of entering and exiting plants dso increasesin the
horizon over which the changes are measured since alonger horizon yields grester differentias from
sdlection and learning effects. Our findings confirm and extend othersin the literature that indicate that
both learning and selection effects are important in this context.

A novel aspect of our andysisis that we have extended the andysis of the role of redlocation

for aggregate productivity growth to a selected set of service sector indudtries. Our analysis considers
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the 4-digit industries that form the 3-digit automobile repair shop sector. This sector has been
experiencing dramétic changes over the last decade because of the greater technologica sophigtication
of new automohiles and the accompanying advances in the equipment used to service them. We found
tremendous churning in this industry with extremely high rates of entry and exit. Moreover, we found
that productivity growth in the industry is dominated by entry and exit. In an accounting sense, the
primary source of productivity growth in thisindustry over the 1987 to 1992 period is the exit of very
low productivity plants. While these results should be viewed as exploratory given the limited use to
date of the non-manufacturing establishment data at Census, the results are quite striking and clearly call
for further andyds.

While the precise quantitative contribution of redlocation varies dong anumber of systematic
dimensions and is sengtive to measurement methodology, areading of the literature and our own
andyss of manufacturing and service sector indudtries clearly yields the conclusion that an
understanding of the dynamics of aggregate productivity growth requires tracking the dynamics of
microeconomic productivity growth. Indeed, the fact that the contribution of reallocation varies across
sectors and time makes it that much more important to relate aggregate and microeconomic
productivity dynamics.

Given this conclusion, anatural question iswhat are the implications for the exigting officia
productivity measures from the Bureau of Labor Statistics. Our findings of the importance of
regllocation effects have implications for the interpretation of aggregate productivity measures rather
than suggesting another potentia source of measurement problemsin the officia aggregate productivity

datisicsper se. There are anumber of well recognized measurement challenges confronting the
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developers of the officia dtatistics and there have been anumber of associated proposals for
improvements in the measurement of these statistics. These chalenges include accounting for changes
in quaity in inputs and output, important technica issues on the ided choice of an index, and the difficult
conceptua and measurement problems in measuring output in the service sector. Whilethereisa
substantia literature on these topics, addressing these chalenges requires further research aswel as
enhanced resources for data collection.® A related literature, of which our paper isapart, takesa
different tack by focusing on the relationship between microeconomic productivity dynamics and
aggregate productivity growth while taking the measurement methodology of aggregete productivity as
given. Our results suggest that interpreting and understanding changes in the officid aggregeate
productivity measures across time and across sectors would be significantly enhanced by relaing the
aggregate measures to the underlying microeconomic evidence.

Rather than a cdll for additiond data, theimplied recommendation of our work isachangein
the collection and processing of datathat would readily permit relating the aggregate and the micro
datigtics. Put differently, our results suggest that a comprehensive and integrated gpproach to the
collection and processing of data on establishmentsisimportant. Ideally, we would like to measure
outputs, inputs and associated prices of outputs and inputs at the establishment-level in amanner that
permitsthe anadysis of aggregate productivity growth in the manner discussed in this paper. Current

practices at datistical agencies are far from thisided with many of the components collected by

%8 As examples of this extensive literature, see the following previous NBER Studiesin Income
and Wedth conference volumes: Griliches (1992), Berndt and Triplett (1990), Kendrick and Vaccara
(1980).
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different surveys with different units of observation (e.g., establishments vs. companies) and indeed by
different statistical agencies. Pursuing the gpproach advocated in this paper requires overcoming the
lega data sharing limitations that are currently part of the U.S. datistical system.

There are alarge number of open conceptua and measurement issues that deserve further
attention in pursuing the connection between aggregate and micro productivity dynamics. Oneissue
that we, and most of the literature, neglect is the role of within sector price disperson and related issues
of product differentiation. Following the literature, we use 4-digit deflators for shipments and materias
in the congtruction of our productivity measures. However, alimited number of sudies (eg., Roberts
and Supina (1997)) find considerable price dispersion across establishments even within narrow 7-digit
product classes. If the price dispersion reflects quality differences across the products produced by
different establishments, then the common procedures in the literature are such that measured
productivity differences across establishments will reflect such quality differences. A related and more
serious problem is the extent to which price dipersion reflects product differentiation implying that we
need both aricher characterization of market structure and the information on this market structure to
proceed appropriately.

Another problem is that much that we have discussed in this paper is Smply accounting. To
understand the role of redllocation for productivity growth, we need to provide better connections
between the theoretical underpinningsin section |1 and the variety of empirica results summarized in the
succeeding sections. For one, we need to come to grips with the determinants of heterogeneity across
producers. Thereisno shortage of candidate hypotheses but currently this heterogeneity ismostly a

resdud with severd clamants. For another, we need to develop the theoretical structure and
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accompanying empirica analysis to understand the connection between output and input realocation.
The results to date suggest that this connection is quite complex with restructuring and technologica
change yielding changesin the scale and mix of factorsthat are not well understood. A related problem
isthat there is accumulating evidence that the adjustment process of many of these factorsis quite
lumpy s0 the dynamics are quite complicated. Developing the conceptua models of heterogeneity in
behavior, redlocation and lumpy adjustment at the micro level and, in turn, considering the aggregate

implications should be a high priority.



51

REFERENCES

Aghion, Philippe, and Peter Howitt. “A Modd of Growth Through Cregtive Destruction,”
Econometrica, 60(2), 1992, 323-351.

Aw, Bee Yan, Xiaomin Chen, and Mark J. Roberts. “Firm-Leve Evidence on Productivity
Differentias, Turnovers, and Exportsin Taiwanese Manufacturing,” NBER Working Paper No.
6235, 1997.

Baly, Martin Neil, Eric J. Bartedlsman and John Hdtiwanger. “ Downsizing and Productivity Growth:
Myth or Redity?” Small Business Economics, 8, 1996, 259-278.

Baily, Martin Nell, Eric J. Bartedlsman and John Haltiwanger. “Labor Productivity: Structura Change
and Cyclica Dynamics,” NBER Working Paper No. 5503, revised 1997.

Bally, Martin Neil, Charles Hulten and David Campbell. “Productivity Dynamicsin Manufacturing
Pants,” Brookings Papers on Economic Activity: Microeconomics, 1992, 187-249.

Bddwin, John R. “Turnover and Productivity Growth” in Badwin, The Dynamics of Industrial
Competition, Cambridge: Cambridge University Press, 1995, 208-38.

Bddwin, John R., Tim Dunne and John Haltiwanger. “Plant Turnover in Canada and the United
States,” in Badwin (ed.), The Dynamics of Industrial Competition, Cambridge: Cambridge
University Press, 1995, 119-52.

Bartdlsman, Eric. J,, “Using Microdata for Economic Research and Policy Andyss” unpublished
manuscript, Central Planning Bureau, Netherlands, 1995.

Bartelsman, Eric J., and Mark Doms, “Understanding Productivity: Lessons from Longitudina Micro
Datasets,” mimeo, 1997.

Bartelsman, Eric J.,, and Wayne Gray. “The NBER Manufacturing Productivity Database,” NBER
Technical Working Paper No. 205, 1996.

Bartelsman, Eric J., and Phoebus J. Dhrymes.  “Productivity Dynamics: U.S. Manufacturing Plants,
1972-86," Board of Governors of the Federal Reserve Board, Finance and Economics
Discussion Series, No. 94-1, 1994.



52

Bernard, Andrew B., and J. Bradford Jensen. “Exceptiona Exporter Performance: Cause, Effects, or
Both?’ mimeo, 1995.

Berndt, Ernst R. and Jack E. Triplett (eds.), Fifty Years of Economic Measurement, Studiesin
Income and Wedlth, Vol. 54, Chicago: The Universty of Chicago Press, 1990.

Blanchard, Olivier, and Michadl Kremer. “Disorganization,” Quarterly Journal of Economics, 1997.

Cabdlero, Ricardo, and Mohamad Hammour. “The Cleansing Effects of Recessons,” American
Economic Review, 84(5), 1994, 1356-68.

Cabdlero, Ricardo, and Mohamad Hammour. * On the Timing and Efficiency of Cregtive Destruction,”
Quarterly Journal of Economics, 111(3), 1996, 805-852.

Camphbdl, Jeffrey R. "Entry, Exit, Technology, and Business Cycles,” NBER Working Paper No.
5955, 1997.

Caves, Richard E. “Indugtrid Organization and New Findings on the Turnover and Mobility of Firms”
working paper, Harvard University, 1997.

Chari, V.V., and Hugo Hopenhayn. “Vintage Human Capita, Growth, and the Diffuson of New
Technology,” Journal of Political Economy, 99 (6), 1991, 1142-65.

Cooley, T., J. Greenwood and M. Yorukoglu. "The Replacement Problem,” working paper,
University of Rochester, 1996.

Cooper, Russl, John Haltiwanger and Laura Power. "Machine Replacement and the Business Cycle;
Lumps and Bumps," NBER Working Paper No. 5260, revised 1997.

Davis, Steven J.,, and John Hatiwanger. “Wage Digperdon Between and Within U.S. Manufacturing
Plants, 1963-86,” Brookings Papers on Economic Activity, Microeconomics, 1991, 115-
20.

Davis, Steven J., and John Hatiwanger. “ Gross Job FHows,” in Ashenfelter and Card
(eds.), Handbook of Labor Economics, 1997, (forthcoming).

Davis, Steven J., John C. Haltiwanger and Scott Schuh. Job Creation and Destruction, Cambridge:
MIT Press, 1996.



53

Dean, Edwin R., and Kent Kunze. “Productivity Measurement in Service Indugtries,” in Output
Measurement in the Service Sector, Chicago: University of Chicago Press for NBER, 1992,
73-101.

Did, Jay, and Kevin J. Murphy. “Incentives, Downsizing, and Vaue Cregtion at Generd Dynamics”
Journal of Financial Economics, 37, 1995, 261-314.

Doms, Mark, and Timothy Dunne. "Capitd Adjusment Patterns in Manufacturing Plants" Center for
Economic Studies Working Paper, CES 94-11, 1994.

Doms, Mark, Timothy Dunne and Kenneth Troske. "Workers, Wages, and Technology,” Quarterly
Journal of Economics, 112, 1996, 253-90.

Dwyer, Douglas. “Technology Locks, Creative Destruction, and Non-Convergence in Productivity
Levels’ Center for Economic Studies Working Paper, CES 95-6, 1995.

Dwyer, Douglas. “Productivity Races |: Are Some Productivity Measures Better Than Others?’
Center for Economic Studies Working Paper, CES 97-2, 1997.

Dunne, Timothy, Mark Roberts and Larry Samuelson. *Plant Turnover and Grass Employment
Flowsin the U.S. Manufacturing Sector,” Journal of Labor Economics, 7(1), 1989, 48-71.

Ericson, Richard, and Ariel Pakes. “An Alternative Theory of Firm and Industry Dynamics,”
Discussion Paper 445, Columbia University, September 1989.

Ericson, Richard, and Arid Pakes. “Markov-Perfect Industry Dynamics. A Framework for
Empirical Work,” Review of Economic Studies, 62(1) 1995, pp. 53-82.

Griliches, Zvi. “Productivity, R&D, and the Data Congraint,” American Economic Review, 84(1),
1994, 1-23.

Griliches, Zvi (ed.), Output Measurement in the Service Sectors, Studies in Income and Wedlth,
Vol. 56, Chicago: The Universty of Chicago Press, 1992.

Griliches, Zvi, and Haim Regev. “Productivity and Firm Turnover in Isragli Industry: 1979-1988,"
Journal of Econometrics, 65, 1995, 175-203.

Grossman, Gene M., and Elhanan Helpman, Innovation and Growth in the Global Economy,
Cambridge: MIT Press, 1991.

Haltiwanger, John. “Measuring and Andyzing Aggregate Huctuations: The Importance of



Building from Microeconomic Evidence, “ Federal Reserve Bank of S. Louis Economic
Review, January/February, 1997.

Hopenhyn, Hugo. “Entry, Exit, and Firm Dynamicsin Long Run Equilibrium,” Econometrica, 60(5),
1992, 1127-50.

Hopenhyn, Hugo, and Richard Rogerson. “Job Turnover and Policy Evauation: A Generd
Equilibrium Approach,” Journal of Political Economy, 101(5), 1993, 915-38.

Jovanovic, Boyan. “ Sdection and the Evolution of Industry,”Econometrica, 50(3), 1982,
649-70.

Jovanovic, Boyan, and Glenn M. MacDondd. “Competitive Diffuson,” Journal of Political
Economy, 102 (1) 1994, 24-52.

Jovanovic, Boyan, and Rafadl Rob. “The Growth and Diffuson of Knowledge,” Review of
Economic Sudies, 56, 569-82.

Kendrick, John W. and Beatrice N. Vaccara (eds.), New Developments in Productivity and
Measurement Analysis, Studiesin Income and Wedth, VVal. 44, Chicago: The University of
Chicago Press, 1980.

Lambson, Vd E. “Industry Evolution with Sunk Costs and Uncertain Market Conditions,”
International Journal of Industrial Organization, 9(2), 1991, 171-96.

Liu, Lili, and James R. Tybout. “Productivity Growth in Chile and Columbia: The Role of Entry, Exit
and Learning,” in Roberts and Tybout (eds.), Industrial Evolution in Developing Countries:
Micro Patterns of Turnover, Productivity and Market Structure, New York: Oxford
University Pressfor the World Bank, 1996, 73-103.

Lucas, Robet E. “On the Size Didribution of Business Firms,” Bell Journal of Economics,
9(Autumn), 1977, 508-23.

Mandfidd, Edwin, Mark Schwartz and Samuel Wagner. “Imitation Costs and Patents,” Economic
Journal, 91, 1981, 907-918.

McGuckin, Robert H. “Establishment Microdata for Economic Research and Policy Andysis:
Looking Beyond the Aggregates,” Journal of Economics and Business Satistics, 13(1),
1995, 121-6.

Murphy, Kevin J. “Pay, Performance, and Executive Compensation,” in Ashenfelter and Card



55

(eds.), Handbook of Labor Economics, 1997.

Nasbeth, Lars, and George Ray (eds.), The Diffusion of New Industrial Processes: An
International Sudy, 1974, Cambridge: Cambridge University Press.

Neson, Richard R., and Sidney G. Winter. An Evolutionary Theory of Economic Change, 1982,
Cambridge, MA: Harvard University Press.

Olley, G. Steven, and Aridl Pekes. “The Dynamics of Productivity in the Telecommunications
Equipment Industry,” Econometrica, 64(6), 1996, 1263-1297.

Pakes, Ariel, and Mark Schankerman. “The Rate of Obsolescence of Patents, Research Gestation
Lags, and the Private Rate of Return to Research Resources,” in Griliches (ed.), R&D,
Patents, and Productivity, Chicago: Universty of Chicago Pressfor NBER, 1984.

Roberts, Mark J., and Dylan Supina. “Output Price and Markup Dispersion in Micro Data: The Roles
of Producer and Heterogeneity and Noise,” Center for Economic Studies Discussion Paper,
CES 97-10, 1997.

Roberts, Kevin, and Martin L. Weitzman. “Funding Criteria for Research, Development, and
Exploration Projects,” Econometrica, 39, 1981, 1261-88.

Rogers, Everett M. Diffusion of Innovations (3rd ed.), New Y ork: Free Press, 1983.
Schumpeter, JA. Capitalism, Socialism, and Democracy, New Y ork: Harper and Brothers, 1942.

Siegel, Dondd, and Zvi Griliches. * Purchased Services, Outsourcing, Computers and Productivity in
Manufacturing,” NBER Working Paper No. 3678, 1991.

Stein, Jeremy. “Waves of Crestive Destruction: Firm-Specific Learning-by-Doing and the Dynamics of
Innovation,” Review of Economics and Satistics, 4(2), 1997, 265-288.

Trager, Mitchdl L., and Richard A. Moore. “Development of a Longitudinaly-Linked Establishment
Basad Register, March 1993 through April 1995,” U.S. Bureau of the Census Working Paper,
1995.

Tybout, James R. “Heterogeneity and Productivity Growth: Assessing the Evidence’ in Roberts and
Tybout (eds.), Industrial Evolution in Developing Countries: Micro Patterns of Turnover,
Productivity, and Market Sructure, New Y ork: Oxford University Press for the World
Bank, 1996, 43-72.



56

Data Appendix
A. Measuring Output and Inputsin the Manufacturing Sector

The Census of Manufactures (CM) plant-level dataincludes vaue of shipments, inventories,
book vaues of equipment and structures, employment of production and nonproduction workers, total
hours of production workers, and cost of materias and energy usage. Redl gross output is measured as
shipments adjusted for inventories, deflated by the four-digit output deflator for the industry in which the
plant is classfied. All output and materids deflators used are from the four-digit NBER Productivity
Database (Bartelsman and Gray, 1996, recently updated by Bartelsman, Becker and Gray). Labor
input is measured by total hours for production workers plus an imputed vaue for the total hours for
nonproduction workers. The latter imputation is obtained by multiplying the number of nonproduction
workers at the plant (a collected dataitem) timesthe average annua hours per worker for a
nonproduction worker from the Current Population Survey. We congtruct the latter at the 2-digit
indugtry leve for each year and match this information to the CM by year and industry. The
methodology for congtructing this hours variable is discussed a length in Davis and Haltiwanger (1991).

We have ds0 used an dternative estimate of tota hours, like that in Baily, Hulten and Campbell
(1992), which istota hours for production hours multiplied by theratio of total payroll for al workers
plus payments for contract work to payroll for production workers. The multiplication factor actsasa
means for accounting for both hours of nonproduction and contract workers. The correlation between
these dternative hours measuresis 0.95 at the plant level. Moreover, the results for the aggregate
decompostions and other exercises are very smilar using the dternative measures. However, we did
find that the use of thisratio adjusted hours measure yielded somewhat more erratic resultsin
comparing results using only Annua Survey of Manufactures (ASM) casesto dl Census of
Manufactures (CM) cases. In particular, we found substantia differencesin results between those
generated from the full CM and the ASM when considering decompositions of labor productivity per
hour. We did not have thistype of deviation for any of the other measures (e.g., multifactor
productivity and labor productivity per worker) including the CPS-based hours method.

Materiasinput is measured as the cost of materids deflated by the 4-digit materids deflator.
Capita stocks for equipment and structures are measured from the book vaues deflated by capital
stock deflators (where the latter is measured as the ratio of the current dollar book vaue to the constant
dollar vaue for the two-digit industry from Bureau of Economic Andysisdata). Energy input is
measured as the cost of energy usage, deflated by the Gray-Bartelsman energy-price deflator. The
factor dadticities are measured asthe industry average cost shares, averaged over the beginning and
ending year of the period of growth. Industry cost shares are generated by combining industry-level
data from the NBER Productivity Database with the Bureau of Labor Statistics (BLS) capitd renta
prices.

The CM does not include data on purchased services (other than that measured through
contract work) on a systematic basis (there isincreased information on purchased services over time).
Baily, Hulten, and Campbell used a crude estimate of purchased services based on the two-digit ratio
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of purchased services-to-materias usage available from the Bureau of Labor Statistics KLEMS data.
They applied the two-digit ratio from the aggregaete KLEMS data to the plant level data on materias.
Because they reported that this adjustment did not matter much and it is a best a crude adjustment that
will not provide much help in decomposing productivity growth within four-digit indudtries, this
adjustment was not incorporated in the andysis.®®

The data used are from the mail universe of the CM for 1977 and 1987. Inthe CM, very
amal plants (typicaly fewer than five employees) are excluded from the mail universe and denoted
adminigrative record cases.  Payroll and employment information on such very smdl establishments
are available from adminidrative records (i.e., the Standard Statistical Establishment List) but the
remainder of their data areimputed. Such administrative record cases are excluded from the andlyss.
In addition to the usud problemsin using book-vaue data, for plants that were not in the Annua
Survey of Manufactures (about 50,000-70,000 plants) but in the mail universe of the CM, book-vaue
data are imputed in years other than 1987. We investigated thisissue (and like Baily, Hulten, and
Campbdl) found little sengtivity on thisdimenson. This partly reflects the relatively smal capitdl shares
in total factor costs when materids are included. Nevertheless, for the exercises presented in section
V, we conddered results using both the full CM (less adminigirative records) and results generated from
the ASM plants. Note that to do this properly, we used the CM files to identify entering, exiting and
continuing plants and then consdered the ASM subsample of each of those files and gpplied
gopropriate ASM sample weights. We only report the results for the full CM since the results are quite
amilar usng the full CM and the ASM only cases. Part of the preference for the full CM in this context
isthat net entry plays an important role and the measure of the aggregate contribution of entry and exit
islikely to be more rdiable using the full CM.

B. Linking Establishments Over Timefor the Services Sector

Our firgt step in using the Census of Services establishment-level datais to employ aflag used
by the Census Bureau in their tabulation of the non-manufacturing censuses to identify observations
containing inappropriate data (for example, out-of-scope establishments). These observations are
excluded from tabulaions for officia Census publications and we diminated them from our andyss as
well. In addition, we excluded a smal number of observations with duplicate permanent plant numbers
(PPN) in each year that could not be matched with dternative matching routines. Our initid files closaly
gpproximated both the number of establishments and total employment contained in officid Census
Bureau publications.

The biggest chdlenge that we face in using the Census of Service datafor this effort islinking
the establishment data over time and measuring the contribution of entry and exit to employment
changes and productivity growth. To accomplish this, we match the micro data files usng PPNs that
the Bureau of the Census assigns to establishments. In principle, PPNs are supposed to remain fixed
even during changes in organization or ownership. However, the actud assgnment of PPNsisfar from

2 Segd and Griliches (1991) dso find ardatively modest role for purchased servicesin their
study of manufacturing productivity growth.
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perfect. During the congtruction of the Longitudina Research Database (LRD) which encompasses the
CM and ASM, many PPN linkage problems were detected through anadyses of the data by many
different individuas (see the gppendix of Davis, Hatiwanger and Schuh (1996) for more discussion on
PPN linkage problemsin the LRD).

Since the service sector data have not previoudy been linked together over time or andyzed in
this manner, it is undoubtedly the case that initid attempts at linking the data that rely only on PPNs will
leave a greater number of longitudina linkage problems than remain in the LRD. Therefore, we took an
additiona step to improve the matches and used additiond identifiers on thefiles (i.e.,, Census File
Numbers and Employer [dentification Numbers). Unfortunately, even after this step, an exploratory
andysis of births and deaths for a specific zip code shows that asmal but important fraction of the
births and desths reflected changesin ownership for an establishment that continued to operate at the
same location in the same indudtry.

To overcome the remaining linkage problems, we use the name and address information in the
files and a sophisticated matching software (Automatch) to improve the matches. Most data processing
software takes a very litera approach to this sort of information, thus limiting its vaue for matching
purposes. For example, if an establishment’snameis‘K Auto Mart Inc.” in onefile and has the exact
same name in the other, the two records will match. However, if in the second year the establishment’s
nameis‘K Auto Mart Incorporated’ it will not match the previous record if linked using conventiona
software because the two entries are not exactly the same. Clearly, abbreviations, misspellings, and
accidental concatenations can substantialy reduce the usefulness of these fields for matching purposes if
literd matches are required. However, the software we used is designed to recognize many dternative
gpecifications for the same name and address. That is, it can recognize that abbreviations such as“St”
that frequently appear in addresses may stand for “Saint” asin* St James Street” or “ Street” asin
“Sant James . The software assigns probability-based weights to the set of potentiad matches and
the user determines the cut-off value of the weights that gives him the best set of ‘vaid’ matches®

Panel A of Table A.1 shows that by using this technique we are able to reduce the number of
unmatched establishments in the 1987 file by about 17.6% and the number of unmatched establishments
inthe 1992 file by about 13.3%. Notice dso that the mean sze (employment) of the additiona
matched establishments is much closer to that of the origina matched casesthan it isto the remaining
unmatched establishments. Pandl B of Table A.1 shows the effects of the additional matches on the
five-year gross employment flows satistics. Both the positive and negative flows are about 10% lower
after usng Automatch than when the only plant identifier numbers are used. This percentage decresse
is less than the percent decrease in the number of unmatched establishments since matched
establishments often generate pogitive or negative job flows, though obvioudy of alesser magnitude
than those generated by spurious entrants and exits. Overall, we consder the application of the
matching software to be successful and this bodes well for future longitudina database devel opment

%0 Two types of errors are unavoidable in this process. First, some ‘true’ matches will not be
made and some ‘false’ matches will be. Our review of the individua records indicatesthat the overall
eror raeis, neverthdess, subgtantialy diminished.
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Table1l. A Comparison of Decompostions of Aggregate Productivity Growth

A. Multifactor Productivity Decompositions

Country Frequency | Sample Sectoral Weight Average Fraction of | Fraction of | Redive Study
Period Coverage Used to Fraction Activity? Activity Productivity
Cdculate | from from from Exits | of Births (t)
Within Within Entrants (t) | (t-k) to Desths (t-
Plant Plant K)
Changest | Changes
U.S. 5-year 1972-87 | Selected Output 0.37 N/A N/A N/A Bally, Hulten
Mfg (t-K) ad
Indugtries Campbdl
(23) (1992)
U.S. 5-year 1977-87 | All Mfg Output 0.23 0.08 0.10 1.05 Hatiwanger
Industries (t-K) (1997)
U.S. 10-year 1977-87 | All Mfg Output 0.54 0.16 0.21 1.11 Hatiwanger
Industries (t-K) (1997)
Tawar 5-year 1981-91 | Selected Output 0.94 N/A N/A N/A Aw, Chen
Mfg (avg. of (t- | (Median= and Roberts
Industries k) and t) 0.63) (1997)
(9)
Columbia | Annud 1978-86 | Selected Input 1.00 N/A 0.05 1.05 Liuand
Mfg Index* Tybout
Industries (avg of (t- (1996)
5) k) and t)




Table 1 (continued)
B. Labor Productivity Growth Decompositions

Country Frequency | Sample Sectord Waeaght Average Fraction of | Fraction of | Rdative Study
Period Coverage Used to Fraction Activity Activity Productivity
Cdculate | from from from Exits | of Births(t)
Within Within Entrants (t) | (t-k) to Deaths (t-
Plant Plant K)
Changes Changes
U.S. 10-year 1977-87 | All Mfg Employ- 0.79 0.26 0.28 1.42 Bally,
Industries ment (t-k) Bartelsman
and
Haltiwanger
(1996)
U.S. Annud 1972-88 | All Mfg Manhours | 1.20 0.01 0.02 1.03 Bally,
Industries (t-k) Bartdsman
and
Haltiwanger
(1997)
|srael 3-year 1979-88 | All Mfg Employ- 0.83 0.08 0.06 1.20 Grilichesand
Industries ment (avg Regev
of (t-k) (1995)
andt)

Notes 1. Within contribution is measured as the weighted sum of plant-level productivity growth as a fraction of aggregate index of

productivity growth. In al cases, output above refersto gross output. 2. Activity is measured in the same units as weight (e.g., employment
or output). 3. Simple average (and smple median) of industry-based results reported. 4. The input index is a geometric mean of inputs using
edtimated factor dadticities.




Table 2: Sengtivity of Decomposition Results to Business Cycle and Sector

Five-year Frequency
1977-1982 1982-1987
Sectora Multifactor Fraction from | Multifactor Fractionfrom | Study
Coverage Productivity | Within Plant Productivity | Within Plant
Growth Changes Growth Changes
All Mfg 243 -0.12 8.26 0.58 Hatiwanger
Industries (1997)
Sdected Mfg | 2.39 -0.46 15.63 0.87 Bally, Hulten
Industries (23) and
Campbell
(1992)
Blast Furnaces | -3.66 2.15 18.30 1.06 Bally, Hulten
(SIC 3312) and
Camphbdl
(1992)
Telephoneand | 14.58 0.78 13.19 0.86 Bally, Hulten
Telegraph and
Equipment Campbell
(SIC 3661) (1992)

Notes. Weight for within caculation from both sudiesisinitia gross output share for the plant in each
industry. Results aggregated across industries are based upon weighted average with weight for this

purpose equd to the average of nomina gross output for the industry.




Table 3. Gross Redlocation of Employment, Output, Equipment and Structures

Ten-year Changes from 1977-87
Measure Crestion Share of Destruction Share of Fraction of
(Expandon) Cresation (Contraction) | Destruction Excess
Rate (Expanson)D | Rate (Contraction) | Redllocation
ue to Entrants Dueto Exits | Within 4-digit
Industry
Red Gross 49.4 0.44 34.4 0.61 0.80
Output
Employment | 39.4 0.58 45.8 0.62 0.75
Capita 46.1 0.42 37.1 0.51 0.71
Equipment
Capita 44.9 0.44 48.4 0.42 0.69
Structures

Notes. Seetext for details of congtruction of output, equipment and structures measures.
Source: Tabulations from the CM.




Table 4: Decomposition of Multifactor and Labor Productivity Growth, 1977-87

Pand A: Method 1

Measure Weght Ovedl Within Between Cross Net Entry

Growth Share Share Share Share
Multifactor Gross Output 10.24 0.48 -0.08 0.34 0.26
Productivity
L abor Gross Output 25.56 0.45 -0.13 0.37 0.31
Productivity
(per hour)
L abor Manhours 21.32 0.77 0.08 -0.14 0.29
Productivity
(per hour)
L abor Employment 23.02 0.74 0.08 -0.11 0.29
Productivity
(per worker)

Panel B: Method 2

Measure Weight Ovedl Within Between Cross Net Entry

Growth Share Share Share Share
Multifactor Gross Output 10.24 0.65 0.10 -- 0.25
Productivity
L abor Gross Output 25.56 0.64 0.06 -- 0.31
Productivity
(per hour)
Labor Manhours 21.32 0.70 0.00 -- 0.30
Productivity
(per hour)
L abor Employment 23.02 0.69 0.01 -- 0.30
Productivity
(per worker)

Source: Tabulations from the CM.




Table 5: Corrdation Between Plant-Level Productivity, Output, and Input Growth, 1977-87 (Continuing Plants)

Multifactor Labor Labor Output Employment | Manhours Capita Capita
Productivity | Productivity | Productivity Equipment Structures
(per hour) (per worker)

Multifactor 1.00

Productivity

Labor 0.41 1.00

Productivity

(per hour)

Labor 0.38 0.93 1.00

Productivity

(per worker)

Output 0.24 0.47 0.52 1.00

Employment | -0.03 -0.17 -0.17 0.76 1.00

Manhours -0.04 -0.22 -0.12 0.75 0.96 1.00

Capita -0.06 0.16 0.18 0.55 0.49 0.49 1.00

Equipment

Capita -0.07 0.15 0.17 0.52 0.46 0.46 0.76 1.00

Structures

Capita -0.03 0.34 0.30 0.06 -0.16 -0.19 0.71 0.63

Intengty

Source: Tabulations from the CM.




Table 6: Cross-Sectiona Decompositions of Productivity By Year

1977

1987

Measure

Weght Ovedl

4

Cross

Overdl|

4

Cross

Multifactor
Productivity

GrossOutput | 1.62

1.57

0.05

1.73

1.67

0.06

Labor
Productivity

(per hour)

Manhours 4.12

4.01

0.11

4.37

4.21

0.15

Labor
Productivity
(per worker)

Employment 4.80

4.67

0.13

5.06

4.90

0.16

Source: Tabulations from the CM.




Table 7: Decomposition of Multifactor and Labor Productivity Growth Over Subperiods

Pandl A: Method 1

Years Measure Weight Overall Within Between Cross Net Entry
Growth Share Share Share Share

1977-82 Multifactor Gross 2.70 -0.09 -0.33 1.16 0.25
Productivity Output

1977-82 Labor Manhours 254 1.22 0.85 -1.27 0.20
Productivity

1982-87 Multifactor Gross 7.32 0.52 -0.18 0.51 0.14
Productivity Output

1982-87 Labor Manhours 18.67 0.83 0.13 -0.15 0.19
Productivity

1987-92 Multifactor Gross 3.30 -0.06 -0.39 1.10 0.35
Productivity Output

1987-92 Labor Manhours 7.17 0.94 0.33 -0.49 0.21
Productivity

Panel B: Method 2
Years Measure Weight Overdl Within Between Cross Net Entry
Growth Share Share Share Share

1977-82 Multifactor Gross 2.70 0.49 0.26 -- 0.25
Productivity Output

1977-82 Labor Manhours 2.54 0.59 0.21 -- 0.20
Productivity

1982-87 Multifactor Gross 7.32 0.78 0.08 -- 0.14
Productivity Output

1982-87 Labor Manhours 18.67 0.75 0.03 -- 0.21
Productivity

1987-92 Multifactor Gross 3.30 0.49 0.17 -- 0.34
Productivity Output

1987-92 Labor Manhours 7.17 0.70 0.08 -- 0.22
Productivity

Note: Labor Productivity is per hour.
Source: Tabulations from the CM.




Table 8: Correlation Between Plant-Level Productivity, Output, and Input Growth
for Subperiods (Continuing Plants)

Pand A: Multifactor Productivity

1977-82 1982-87 1987-92
Output 0.29 0.23 0.24
Manhours -0.07 -0.08 -0.07
Capita Intensty 0.07 -0.00 -0.08
Labor Productivity 0.45 0.41 0.40
(per hour)

Panel B: Labor Productivity (per hour)

1977-82 1982-87 1987-92
Output 0.52 0.50 0.53
Manhours -0.25 -0.26 -0.27
Capital Intensity 0.38 0.39 0.29

Source: Tabulations from the CM.




Table 9: Relative Productivity for Continuers, Exiters and Entrants, 1977-87

Pand A: Output Shares and Relative Productivity

Shares Relative Productivity

Measure Waeaght Exiting Entering | BExiting | Entering | Continuing | Continuing
Pants Pants (t) | Pants | Plants(t) | Plants (t-k) | Plants (t)
(t-K) (t-K)

Multifactor Gross 0.22 0.21 0.96 1.09 1.00 1.10

Productivity | Output

L abor Manhours | 0.25 0.21 0.83 111 1.00 1.20

Productivity

(per hour)

L abor Employ- 0.25 0.21 0.82 111 1.00 1.21

Productivity | ment

(per worker)

Panel B: Relative Productivity of Plantsin 1987 for Entrants by Entry Cohort

Pants that entered
between:

Messure Weight 1978-82 | 1983-87

Multifactor Gross 1.10 1.07

Productivity | Output

L abor Manhours | 1.16 1.04

Productivity

(per hour)

L abor Employ- 1.16 1.05

Productivity | ment

(per worker)

Source: Tabulations from the CM.




Table 10: Regresson Results Concerning Net Entry, 1977-87

Pand A: Differences Between Continuing, Entering and Exiting Plants

Measure Exit Dummy in 1977 ($) Entry Dummy in 1987 (*) 1987 Year Effect | F-test on $=* (p-vaue)
Multifactor Productivity -0.019 0.003 0.098 0.0001
(0.002) (0.002) (0.002)
Labor Productivity -0.150 -0.075 0.191 0.0001
(per hour) (0.003) (0.003) (0.002)
Labor Productivity -0.162 -0.086 0.208 0.0001
(per worker) (0.003) (0.003) (0.002)
Pand B: Regression Results Distinguishing Between Entering Cohorts
Measure Entry Dummy in 1987 Entry Dummy in 1987 F-test on
interacted with Dummy for | interacted with Dummy for 0=:
1977-82 Cohort (0) 1982-87 Cohort (:) (p-vaue)
Multifactor Productivity 0.016 -0.010 0.0001
(0.002) (0.002)
Labor Productivity -0.020 -0.123 0.0001
(per hour) (0.004) (0.004)
Labor Productivity -0.032 -0.132 0.0001
(per worker) (0.004) (0.004)

Notes Resultsin pandl A are based upon regression of pooled 1977 and 1987 data with dependent variable the measure of productivity (in
logs) and the explanatory varigblesincluding 4-digit industry effects, year effects, an exit dummy in 1977 and an entry dummy in 1987. The
resultsin pandl B use the same specification but interact the entry dummy with entering cohort dummies. In pand B, the exit dummy and
year effect dummy are not shown asthey arethe same asin pand A. All results are weighted regressons with gross output weightsin
regressons usng multifactor productivity, hours weightsin labor productivity per hour regressons, and employment weightsin labor
productivity per worker regressions. Standard errors in parentheses.




Table11: Regresson Results Digtinguishing Between Sdlection and Learning Effects usng 1972-77 Entering Cohort

Measure Exit Dummy | Exit Dummy | Survivd Survivd F-test on F-test on F-test on
in 1977 for in 1977 for Dummy in 1977 | Dummy in 1987 | ** = Y= 2=8
Entering Other Exiting | for Entering for Entering (p-vaue) (p-vaue) (p-value)
Cohort (*") Pants (() Cohort (2) Cohort (8)

Multifactor Productivity -0.024 -0.019 -0.017 0.018 0.238 0.184 0.0001
(0.004) (0.002) (0.003) (0.003)

Labor Productivity -0.182 -0.149 -0.058 -0.016 0.0001 0.0001 0.0001

(per hour) (0.007) (0.003) (0.006) (0.005)

Labor Productivity -0.215 -0.158 -0.072 -0.017 0.0001 0.0001 0.0001

(per worker) (0.007) (0.003) (0.006) (0.005)

Notes. Results are based upon regression of pooled 1977 and 1987 data with dependent variable the measure of productivity and the
explanatory variables including 4-digit indudtry effects, year effects, an entry dummy in 1987, the exit dummy interacted with whether the
plant isin the 72-77 entering cohort and a surviving dummy for the 72-77 entering cohort interacted with the year effects. All results are
weighted regressions with gross output weights in regressions using multifactor productivity, hours weightsin labor productivity per hour
regressions, and employment weights in labor productivity per worker regressons. Standard errors in parentheses.

Source: Tabulations from the CM.




Table 12: Regression Results on Differences Between Continuing, Entering and Exiting Plants

Measure Exit Dummy in Entry Dummy in End Year F-teston$=*
Beginning Year ($) Ending Year (*) Effect (p-vaue)
Panel A: 1977-82
Multifactor Productivity | -0.047 0.005 0.021 0.0001
(0.002) (0.002) (0.002)
Labor Productivity -0.164 -0.140 0.022 0.0001
(per hour) (0.004) (0.004) (0.002)
Labor Productivity -0.187 -0.131 -0.009 0.0001
(per worker) (0.004) (0.004) (0.002)
Panel B: 1982-87
Multifactor Productivity -0.017 -0.005 0.071 0.0002
(0.002) (0.002) (0.002)
Labor Productivity -0.193 -0.121 0.169 0.0001
(per hour) (0.004) (0.004) (0.002)
Labor Productivity -0.204 -0.130 0.211 0.0001
(per worker) (0.004) (0.004) (0.002)
Panel C: 1987-92
Multifactor Productivity -0.056 0.009 0.025 0.0001
(0.002) (0.002) (0.002)
Labor Productivity -0.179 -0.140 0.064 0.0001
(per hour) (0.004) (0.004) (0.002)
Labor Productivity -0.192 -0.126 0.083 0.0001
(per worker) (0.004) (0.004) (0.002)




Table 13: Regression Results Distinguishing Between Selection and Learning Effects using Entering Cohort

Measure Exit Dummy in | Exit Dummy in Survival Dummy in | Survival Dummy F-test on F-test on | F-test on
Start for Start for Other Start for Entering in End for Y= =2 2=8
Entering (*") Exiting (() (2) Entering (8) (p-value) (p-value) | (p-value)
Panel A: 1977-82 (Start=1977, End=1982)
Multifactor -0.050 -0.047 -0.011 0.023 0.662 0.0001 0.0001
Productivity (0.005) (0.003) (0.003) (0.003)
Labor Productivity -0.190 -0.164 -0.069 -0.035 0.005 0.0001 0.0001
(per hour) (0.008) (0.005) (0.005) (0.005)
Labor Productivity -0.231 -0.184 -0.089 -0.032 0.0001 0.0001 0.0001
(per worker) (0.008) (0.005) (0.005) (0.005)
Panel B: 1982-87 (Start=1982, End=1987)
Multifactor -0.039 -0.014 -0.017 0.001 0.0001 0.0001 0.0001
Productivity (0.005) (0.002) (0.003) (0.003)
Labor Productivity -0.306 -0.175 -0.063 -0.045 0.0001 0.0001 0.019
(per hour) (0.008) (0.004) (0.006) (0.005)
Labor Productivity -0.313 -0.186 -0.061 -0.052 0.0001 0.0001 0.216
(per worker) (0.008) (0.004) (0.006) (0.005)
Panel C: 1987-92 (Start=1987, End=1992)
Multifactor -0.049 -0.060 -0.017 0.043 0.048 0.0001 0.0001
Productivity (0.005) (0.003) (0.003) (0.003)
Labor Productivity -0.254 -0.170 -0.097 -0.057 0.0001 0.0001 0.0001
(per hour) (0.008) (0.004) (0.005) (0.005)
Labor Productivity -0.274 -0.183 -0.101 -0.050 0.0001 0.0001 0.0001
(per worker) (0.007) (0.004) (0.005) (0.005)




Table 14: Gross Reallocation of Employment and Output for Automobile Repair Shops
Panel A: Five-year Changes from 1987-92, Employment

Industry Creation Share of
(Expansion) Creation

Rate (Expansion)
Due to Entrants

Destruction
(Contraction)
Rate

Share of
Destruction
(Contraction)
Dueto Exits

Excess
Reallocation
Within Industry

Automobile 50.9 75.8
Repair Shops
(SIC=753)

63.5

88.4

Top, Body, and | 44.2 69.3
Uphol stery
Repair Shops
and Paint Shops
(SIC=7532)

42.9

59.1

85.8

Auto Exhaust 46.0 69.5
System Repair
Shops
(SIC=7533)

371

55.3

74.2

Tire Retreading 53.2 79.0
and Repair
Shops

(SIC=7534)

57.5

82.1

106.4

Automotive 60.3 79.6
Glass
Replacement
Shops
(SIC=7536)

38.9

51.7

77.8

Automotive 38.9 70.4
Transmission
Repair Shops
(SIC=7537)

46.1

61.4

77.8

General 58.3 80.0
Automotive
Repair Shops
(SIC=7538)

45.3

67.4

90.6

Automotive 43.6 76.2
Repair Shops
Not Elsewhere
Classified
(SIC=7539)

43.9

61.8

87.2

Source: Tabulations from Censuses of Service Industries




Table 14 (continued)
Panel B: Five-year Changes from 1987-92, Output

Industry Creation Share of
(Expansion) Creation

Rate (Expansion)
Due to Entrants

Destruction
(Contraction)
Rate

Share of
Destruction
(Contraction)
Dueto Exits

Excess
Reallocation
Within Industry

Automobile 51.8 75.8
Repair Shops
(SIC=753)

40.3

61.3

80.6

Top, Body, and | 44.7 68.8
Uphol stery
Repair Shops
and Paint Shops
(SIC=7532)

38.5

57.1

77.0

Auto Exhaust 45.2 71.2
System Repair
Shops
(SIC=7533)

31.9

55.7

63.8

Tire Retreading 53.6 79.7
and Repair
Shops

(SIC=7534)

51.2

80.3

102.4

Automotive 59.9 79.8
Glass
Replacement
Shops
(SIC=7536)

38.7

45.3

77.4

Automotive 37.9 74.5
Transmission
Repair Shops
(SIC=7537)

42.7

57.5

75.8

General 59.9 79.3
Automotive
Repair Shops
(SIC=7538)

41.2

65.4

82.4

Automotive 42.8 78.3
Repair Shops
Not Elsewhere
Classified
(SIC=7539)

434

59.3

85.6

Source: Tabulations from Censuses of Service Industries




Panel A: Five-year Changes from 1987-92, Employment

Table 15: Gross Reallocation of Employment and Output by Size Class for Automobile Repair Shops

Average | Number Average Creation Share of Destruction Share of Net Job

Employ- of number of (Expansion) Creation (Contraction) | Destruction Flow Rate

ment Establish- | Employees Rate (Expansion) Rate (Contraction) | of Size
ments. Dueto Due to Exits Class

Entrants

1-4 123,378 224,309 717 85.2 53.3 77.1 184

5-9 22,163 145,528 36.5 63.1 36.5 51.3 0.0

10- 19 6,683 86,647 28.0 52.0 331 40.2 -5.1

20- 49 1,236 33,230 32.6 56.0 39.9 405 -7.3

50 + 88 7,624 54.6 65.3 66.6 61.9 -12.0

Panel B: Five-year Changes from 1987-92, Output

Average | Number Average Creation Share of Destruction Share of Net

Employ- of number of (Expansion) Creation (Contraction) | Destruction Output

ment Establish- | Employees Rate (Expansion) Rate (Contraction) | Flow Rate
ments. Dueto Dueto Exits of Size

Entrants Class

1-4 123,378 224,309 73.9 84.5 47.0 75.5 26.9

5-9 22,163 145,528 35.3 64.1 35.2 48.7 0.1

10- 19 6,683 86,647 275 52.4 324 38.9 -4.9

20-49 1,236 33,230 34.3 52.1 34.9 40.5 -0.6

50 + 88 7,624 4.1 58.8 50.8 54.5 -6.7

Source: Tabulations from Censuses of Service Industries




Table 16: Decomposition of Labor Productivity Growth, 1987-92

Panel A: Method 1

Industry

Average Overall Within Between Cross Total
number of Growth Effect Effect Effect Continuer
Employees Effect

Net Entry
Effect

Auto Repair
Shops
(SIC=753)

497,336 243 241 4.58 -7.29 -0.30

273

Top, Body,
and
Upholstery
Repair Shops
and Paint
Shops
(SIC=7532)

163,302 4.16 3.24 5.81 -8.13 0.92

3.24

Auto Exhaust
System
Repair Shops
(SIC=7533)

22,112 3.47 572 4.02 -9.80 -0.06

354

Tire
Retreading
and Repair
Shops
(SIC=7534)

12,874 -1.34 -2.99 5.23 -2.78 -0.54

-0.81

Automotive
Glass
Replacement
Shops
(SIC=7536)

19,816 -3.55 -0.43 1.50 -4.57 -3.50

-0.05

Automotive
Transmission
Repair Shops
(SIC=7537)

24,507 0.79 1.26 4.93 -8.35 -2.16

2.96

General
Automotive
Repair Shops
(SIC=7538)

213,768 2.36 2.38 3.90 -6.79 -0.51

2.87

Automotive
Repair Shops
Not
Elsewhere
Classified
(SIC=7539)

40,956 -1.22 1.36 4.85 -7.67 -1.46

0.24




Table 16, Panel B: Method 2

Industry Average Overall Within Between Cross Total Net Entry
number of Growth Effect Effect Effect Continuer Effect
Employees Effect

Automobile 497,336 2.43 -1.24 1.01 - -0.23 2.66
Repair Shops
(SIC=753)

Top, Body, 163,302 4.16 -0.82 184 - 1.02 3.15
and
Upholstery
Repair Shops
and Paint
Shops
(SIC=7532)

Auto Exhaust 22,112 347 0.81 -0.73 -- 0.08 3.39
System
Repair Shops
(SIC=7533)

Tire 12,874 -1.34 -4.37 3.85 -- -0.52 -0.81
Retreading
and Repair
Shops

(SIC=7534)

Automotive 19,816 -355 -2.72 -1.16 -- -3.88 0.33
Glass
Replacement
Shops
(SIC=7536)

Automotive 24,507 0.79 -2.92 0.76 - -2.16 2.95
Transmission
Repair Shops
(SIC=7537)

General 213,768 2.36 -1.02 0.59 -- -0.43 2.79
Automotive
Repair Shops
(SIC=7538)

Automotive 40,956 -1.22 -2.48 0.99 -- -1.49 0.28
Repair Shops
Not
Elsewhere
Classified
(SIC=7539)

Source: Tabulations from the Censuses of Service Industries.




Table 17: Correlation Between Plant-Level Productivity, Output, and Input Growth, 1987-92
(Continuing Plants; SIC 753)

Changein Changein Changein Employment in | Employment in
Labor Output Employment 1987 1992
Productivity
(per worker)

Changein 1

Labor

Productivity

(per worker)

Changein 051 1

Output

Changein -0.39 0.60 1

Employment

Employment in | 0.06 -0.18 -0.24 1

1987

Employment in | -0.10 0.11 021 0.72 1

1992

Source: Tabulations from Census of Service Industries




Table 18: Cross-Sectional Decompositions of Productivity by Y ear

Industry Y ear Overall P-Bar Cross
Automobile Repair 1987 3.92 3.69 0.23
Shops (SIC=753)

1992 3.95 3.69 0.25
Top, Body, and 1987 3.75 3.68 0.07
Upholstery Repair
Shops and Paint 1992 377 3.69 0.08
Shops (SIC=7532)
Auto Exhaust System | 1987 3.96 3.95 0.01
Repair Shops
(SIC=7533) 1992 4.02 4.02 0.00
Tire Retreading and 1987 3.96 3.95 0.01
Repair Shops
(SIC=7534) 1992 391 3.90 0.01
Automotive Glass 1987 3.95 3.95 0.01
Replacement Shops
(SIC=7536) 1992 3.96 3.95 0.01
Automotive 1987 3.67 3.66 0.01
Transmission Repair
Shops (SIC=7537) 1992 3.70 3.70 0.01
General Automotive 1987 3.76 3.65 0.11
Repair Shops
(SIC=7538) 1992 3.77 3.63 0.13
Automotive Repair 1987 371 3.69 0.02
Shops Not Elsewhere
Classified (SIC=7539) 1992 3.75 3.74 0.01

Source: Tabulations from Censuses of Service Industries




Table 19: Employment Shares and Relative Labor Productivity, 1987-92

Industry

Shares

Relative Productivity

Exiting Plants
(t-k)

Entering
Plants (t)

Exiting
Plants
(t-k)

Entering
Plants (t)

Continuing
Plants (t-k)

Continuing
Plants (t)

Automobile
Repair Shops
(SIC=753)

0.39

0.32

0.84

0.93

1.00

1.00

Top, Body,
and
Upholstery
Repair Shops
and Paint
Shops
(SIC=7532)

0.27

0.32

0.80

0.92

1.00

1.02

Auto Exhaust
System Repair
Shops
(SIC=7533)

0.22

0.31

0.81

0.96

1.00

1.00

Tire
Retreading
and Repair
Shops
(SIC=7534)

0.49

0.48

0.86

0.85

1.00

0.99

Automotive
Glass
Replacement
Shops
(SIC=7536)

0.23

0.44

0.78

0.86

1.00

0.96

Automotive
Transmission
Repair Shops
(SIC=7537)

0.28

0.30

0.80

0.90

1.00

0.97

General
Automotive
Repair Shops
(SIC=7538)

0.38

0.45

0.86

0.94

1.00

1.00

Automotive
Repair Shops
Not Elsewhere
Classified
(SIC=7539)

0.30

0.35

0.90

0.92

1.00

0.98

Source: Tabulations from the Censuses of Service Industries.




Table 20: Regression Results on Differences Between Continuing, Entering and Exiting Plants

Measure Exit Dummy in Entry Dummy in End Y ear F-teston$="*
Beginning Year ($) Ending Y ear (*) Effect (p-value)
1987-92 for SIC 753
Labor Productivity -0.153 -0.068 0.001 (0.003) | 0.0001
(Weighted by (0.004) (0.003)

Employment)

Source: Tabulations from Censuses of Service Industries




Table A.1: Results of Using Automatch to Improve Longitudinal Linkages

Panel A: Summary Statistics

Continuers Based on Additional Exits After Entrants
Original Linkages Continuers After Improved After
Improved Linkages Improved
Linkages Linkages
Number of Establishments 59,011 9,447 44,281 61,649
Employment Mean: 1987 5.2 51 3.7
Employment Mean: 1992 5.0 48 34
Panel B: Impact on Gross Employment Flows
Original Matched File File After Change Percentage
Matching Change
Name/Address
Employment at Births 231,094 192,016 -39,078 -16.9
Employment at Deaths 179,111 139,408 -39,703 -22.2
Job Creation Rate 56.2 50.9 -5.3 -94
Job Destruction Rate 49.3 44.2 -5.1 -10.3
Percent of Creation 82.6 75.8 -6.8 -8.2
From Entry
Percent of Destruction 73 63.5 -9.5 -13.0
From Exits
Net Employment Growth Rate | 6.9 6.7 -0.2 -2.9

Source: Tabulations from Censuses of Service Industries




