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and Independence (Filiz-Ozbay and Masatlioglu, 2023, Gul et al., 2014.)
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1. Introduction

Although the standard choice theory assumes that a decision maker fully evaluates all
the options and picks the best according to some preference maximization (Kreps, 1988),
the choice options are often initially vaguely described, and the decision maker may want
to commit to a shortlist to collect more information on those selected alternatives before
making a better-informed decision. For example, a recruiting department may first decide
on a few applicants to interview and interact with further and then choose a candidate to
make an offer. There are models acknowledging the two-stage idea by describing choice as an
optimization on a consideration set induced by a behavioral limitation.1 The empirical studies
also documented limited consideration as a factor affecting choice.2 In this paper, we collect
unique data on the consideration and choice behavior of the decision makers. In our setup,
the options are ambiguously described lotteries initially and a decision maker first commits to
consider a short list of options to learn the associated risks with the understanding that the
final choice will be one of the considered options. Our data is rich enough to test well-known
properties studied for deterministic and stochastic consideration and choice functions at the
individual level.

Recent developments in choice theory generalizes the classical one by acknowledging not
only the possibility of limited consideration but also the tendency to act stochastically either
at the consideration stage (Manzini and Mariotti, 2014, Brady and Rehbeck, 2016, Cattaneo
et al., 2020, 2023) or choice stage (building on the random utility model of McFadden, 1977,
McFadden and Richter, 1990), or both (Kashaev and Aguiar, 2022). The empirical studies
confirmed the stochastic property of choice with lab and field data.3 We aim to empirically
test the axioms imposed by those appealing models of limited (stochastic) consideration and
(stochastic) choice. There are two obstacles to doing that: (i) observing the decision-makers’
consideration function on overlapping menus without altering the information they collect
while considering, (ii) repeating the same consideration and choice problems several times
1The behavioral limitations include limited attention (Masatlioglu et al., 2012, Lleras et al., 2017), shortlisting
(Manzini and Mariotti, 2007), rationalization (Cherepanov et al., 2013), and categorization (Mariotti and
Manzini, 2012).
2Reutskaja et al. [2011] provides experimental evidence against the full consideration assumption using eye
tracking in a search problem; Draganska and Klapper [2011] and Honka and Chintagunta [2017] use survey
data to show limited consideration.
3Hey [2001] asked subjects to make 100 choices in five sessions. Nobody had consistent preferences throughout
the entire experiment. For stochastic behavior in choice, see also Agranov and Ortoleva [2017], McCausland
et al. [2020], Rubinstein [2002], Chen and Corter [2006].
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to allow for (possibly) stochastic behavior for all the menus of interest without boring the
subjects. Our unique design addresses both of these challenges and, to the best of our knowl-
edge, ours is the first individual-level data set with the consideration and choice functions
defined on the whole domain being observed. Based on this data, we study the descriptive
properties of consideration and choice functions, document heterogeneity in complying with
the well-known axioms of interest (such as monotonicity, independence, stochastic transitiv-
ity, etc.), and detect certain menu-dependent trends in consideration and choice behavior.
Some trends that we observe in the consideration data, such as more randomization between
similar-looking options, are new to the consideration literature and should inspire future
theoretical models.

We have a two-part design motivated by two-stage models, i.e., consideration followed by
choice. The first part collects consideration functions of the subjects fully and the second part
collects their choice functions. Our design allows us to analyze Part 1 data without referring
to the choice data in Part 2 (or vice versa) and we can test consideration axioms such as
monotonicity and attention filter or choice axioms such as regularity, stochastic transitivity,
and independence, separately. Since we observe these functions fully (on every menu in the
domain rather than only those menus that are needed for testing particular axioms), this
data can be utilized to test various existing theories as well as future ones to be developed.

Our consideration elicitation method in Part 1 is new to the literature because previous
empirical work testing the two-stage models analyzes consideration indirectly using choice
data by committing to a consideration model and studying the implications of limited con-
sideration on choice (e.g., Aguiar et al., 2023, Abaluck and Adams-Prassl, 2021). To the best
of our knowledge, ours is the first experiment eliciting the consideration function directly and
fully.4 Moreover, we allow the observed consideration function to be stochastic as we repeat
each menu by employing the strategy method (this prevents us from altering the subjects’
knowledge about options.)

Each problem in Part 1 presents a menu of ambiguous lotteries (prizes are known but
the probabilities are unknown) and subjects indicate what options they want to consider for

4Other empirical studies on consideration are either within the optimal search framework (Reutskaja et al.,
2011 and Thomas et al., 2021 utilize eye-tracking technology and Honka and Chintagunta, 2017 collects search
history of consumers to elicit consideration in search problems), or based on the recall survey of the consumers
(Draganska and Klapper, 2011). These are not suitable methods for our purpose of eliciting full consideration
function in the two-stage setup at the individual level without altering the decision makers’ knowledge.
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each menu without receiving any feedback on the probabilities between problems. Without
feedback, the information content of an ambiguous lottery (the number of possible prizes and
the associated payoffs) remains constant throughout the experiment. The subjects consider
options only after we fully elicit their consideration function. At the end of Part 1, a subject is
presented with one randomly selected problem and is asked to perform a real effort counting
task to fully learn the probabilities of the ambiguous options that she committed to consider
earlier for this problem. Upon learning the probability information of the lotteries, she chooses
one of the considered lotteries and is paid based on the outcome of this lottery. During the
consideration elicitation part, the subjects know that what they indicated to consider on a
menu will limit their options to choose at the payment stage of Part 1. Hence, on the one
hand, they may want to consider all the options to make better-informed decisions at the
payment stage, but considering an option requires performing a counting task perfectly, and
the subjects may want to consider a limited set of options to minimize the counting task if
they do not like that task or they are afraid of making mistakes, which is severely punished
with zero payments.

Part 2 elicits the choice functions of the subjects. The same four lotteries of Part 1 are
used in Part 2, but this time they are presented as standard risky lotteries where the prizes
and their associated probabilities are known. The subjects indicate what they want to pick
from each non-singleton subset of the grand set, and each menu is presented multiple times to
allow for stochastic choice behavior.5 After eliciting their possibly stochastic choice functions,
we randomly select one choice problem, and pay the subjects based on the outcome of their
choice in that decision problem. The subjects know the payment rule from the beginning
of the experiment so they understand that what they indicated to choose in Part 2 will
determine their earnings.

Results from Part 1 (Consideration) show that most subjects act stochastically rather
than deterministically. They have limited consideration on every type of menu and this behav-
ior is persistent throughout the experiment. They consider more alternatives on larger menus
indicating that they understand the trade-off between making a better-informed decision and
the cost of investigating more options. The subjects who had deterministic consideration

5Agranov and Ortoleva [2017] and McCausland et al. [2020] also repeat the choice problems and document
stochastic choice. Earlier studies repeating choice problems in experiments include Balakrishnan et al. [2022]
and Hey and Orme [1994]. Our design is closest to McCausland et al. [2020] but we have more granularity in
choice frequencies as we repeat the menus 10 times rather 6.
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(i.e., always consider the same options on a menu when repeated) satisfy the Attention Filter
property (Masatlioglu et al., 2012) and Competition Filter property (Lleras et al., 2017). We
designed our ambiguous options so that two of them had a wide range of prizes (i.e., high
maximum and low minimum prizes) and two of them had a narrow range (i.e., low maximum
and high minimum prizes). Hence, each option had a similar (or somewhat duplicate) op-
tion in the domain. The randomization in consideration is more likely if similar options are
presented together and these options are treated similarly by the subjects. We have limited
support for the Monotonic Consideration axiom (Cattaneo et al., 2020) although this is the
weakest stochastic consideration axiom offered by the literature. We discuss possible ways to
further weaken this axiom.

In Part 2 (Choice), most subjects acted stochastically on at least some menus. Stochas-
tic choice is more common if the menu contains similar options. Our deterministic subjects
(∼ 24%) satisfy the Weak Axiom of Revealed Preference. The others acted stochastically de-
pending on the menu. We test some well-known axioms of stochastic choice theory for those
subjects and observe heterogeneity. Similar to McCausland et al. [2020], we have limited
support for the Regularity axiom. However, the majority of subjects satisfy the Weak Reg-
ularity, Weak Binary Regularity, Strong Stochastic Transitivity, (Weak) Independence, and
Elimination of Duplicates properties (Echenique et al., 2011, Filiz-Ozbay and Masatlioglu,
2023, Gul et al., 2014.)

We can also interpret our choice data in the style of Balakrishnan et al. [2022] and Ok and
Tserenjigmid [2023], which interpret stochastic choice functions as noisy implementations of
choice correspondences: options above a ex ante selected threshold relative choice frequency λ
are included in the choice correspondence, and options below are classified as unwanted noise
and excluded from the choice correspondence. Under this interpretation, we test the Weak
Axiom of Revealed Non-Inferiority (Eliaz and Ok, 2006a) and find that the vast majority of
subjects satisfy the axiom regardless of the threshold λ.

Understanding how limited consideration impacts the final choice is an important prob-
lem for choice architectures. To address this issue, we generate an implicit choice data set
for each subject by taking into account their elicited consideration function. More precisely,
on each option set we combine the observed consideration function with the observed choice
on the considered set and generate a derived choice function. Then we compare the actual
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choice with the derived one to see if some desirable alternatives (those that would be chosen if
considered) are eliminated in the consideration stage. We find that about half of the subjects’
choices were significantly impacted by their limited considerations.

In sum, our contribution has three folds: (i) we offer a method to observe consideration
and choice functions at the individual level, (ii) we test stochastic properties of these functions
which have been the focus of recent literature, (iii) we relate the consideration and choice
behavior at the individual level that should help with welfare improvements through menu
design. Moreover, our findings highlight the type of deviations observed from the well-known
theories. The need for modeling a consideration stage as an optimization problem with
bounded rationality is striking.

In what follows, we explain the design in Section 2 and in Section 3 we introduce the
basic notation for the relevant theoretical models and axioms that will be studied. Section
4 first analyzes the consideration data (Part 1) followed by the choice data (Part 2). Each
part is first analyzed descriptively and then by testing the relevant axioms of the literature.
Then, we analyze a hypothetical choice function based on the observed µ and π for each
subject. Section 5 suggests an alternative axiom for consideration data and finds majority
support in our sample. Section 6 concludes. Additional results are reported in Appendix D.
The instructions of the experiment can be found in Appendix A.

2. Design of the Experiment

The experiment consists of two main parts followed by a demographics questionnaire on
risk and ambiguity preferences, age, gender, and education level. We elicit what subjects
want to consider on a set of options in Part I and what they want to choose from an option
set in Part II. The same decision problems are presented multiple times to allow subjects to
reveal their stochastic consideration or choice if they prefer to do so. The instructions are in
Appendix A.

Throughout the experiment, the subjects make decisions involving four main options
with uncertainty.6 Each option is a lottery but the subjects only see its possible outcomes
(not the probabilities attached) in Part I. In Part II, the subjects see the lotteries fully
(the payoffs and the corresponding probabilities.) The lotteries used are in Table 1. Each
6There is a fifth option, E, which is used to detect inattentive subjects to eliminate noise in the data.
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lottery is presented as a box filled with 100 colored balls. We tell subjects that the color of a
randomly picked ball from the box they select eventually will determine their earnings in the
experiment. Note that Lotteries A and B have relatively larger ranges of prizes than C and
D. E is the option we introduced for attention check throughout the experiment. Its highest
outcome is lower than the lowest outcome of any other lottery and therefore it is dominated
under any distribution.

In both parts of the experiment, subjects are presented a sequence of decision problems.
We use all the subsets of {A,B,C,D} of size two or greater to construct 11 decision problems
(six binary, four trinary, one quaternary option sets) and repeat each one of those ten times
to allow for stochastic behavior. This creates 110 decisions to make for each part. In addition
to that, the option set {C,E} is presented five times as an understanding check in Part I.
Since lottery C clearly dominates E (even without knowing the probabilities of outcomes of
C and E) we expected that any subject, who prefers more money to less and understands the
experiment, shouldn’t consider E alone in Part I. The order of the 110 decisions is randomized
at the subject level. For Part I, the five repetitions of {C,E} are evenly distributed in that
sequence. In total, 115 consideration decisions and 110 choice decisions were made in part
Parts I and II, respectively. In addition to those, at the end of Part I a randomly selected
decision problem is picked to actually perform the consideration task. Below, the procedural
details of Parts I and II are explained, separately.

Table 1. The lotteries used in the Experiment

Lottery Payoffs Probabilities

A 20 128 360 50% 30% 20%
B 40 120 320 51% 29% 20%
C 80 84 160 20% 24% 56%
D 72 136 140 25% 50% 25%
E 4 8 16 33% 33% 34%

Part I. At the beginning of Part I, we tell subjects that when they see a box in this part,
the colors of the individual balls are not specified, but they will know the possible colors and
their corresponding prizes. Hence, they do not know how likely it is to pick a certain color in
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a box. We tell them that they will see a sequence of decision problems and in each one there
will be a set of options for them to consider. In order to make subjects gain some experience
with the difficulty of the consideration task that they will face in this experiment, we first
provide a sample problem with different colors and payoffs than what we used in the actual
experiment. Counting the color content of the presented boxes in this dry round should give
the subjects an idea of how costly or pleasant the consideration task is, hence, they may have
a better understanding of the trade-off considering more or less options.

Figure 1 presents an example of a consideration problem with two options. This figure is
copied from one of the actual rounds we used in the experiment. Note that the content of the
boxes are not revealed but the possible prizes of each box are announced. The subject needs
to choose what to consider, i.e., which boxes to investigate further to learn the content. They
need to click on at least one box and they may click as many boxes as they want to learn the
content. This determines what they want to consider for that problem. They decide what to
consider for all 115 problems without feedback. This is an application of a strategy method.
To incentivize Part I, one of the 115 problems is randomly selected for actual consideration
after all the problems of this part are completed. The subject sees the color combinations
of the boxes they had chosen to consider for that problem. She needs to count the color
content of the boxes they consider, correctly. Subjects are told that if they make a mistake
in counting, then they will not be paid for Part I. So if a subject wants to avoid counting
several boxes in this stage, they should choose to consider less boxes in Part I; if they do
not mind counting and believe they can perform the task perfectly, it is best to consider all
the boxes to learn the probability of each prize and make informed decision at this stage.
After considering the boxes of their choice, then they choose one of the considered boxes and
the realization of a random draw from that box determines the subject’s payoff in this part.
Subjects will learn whether they will be paid for this choice at the end of the experiment.
This is to avoid any wealth effect impacting Part II performances.
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Figure 1. A sample consideration problem with two options.

There are three important design details that we cautiously implemented:

First, note that we incentivize the consideration decisions in Part I by making subjects
to eventually choose from what they considered on a randomly selected decision problem.
This is our method to elicit (possibly stochastic) consideration data in an incentivized way.

Second, no feedback is given between decision problems in Part I. Otherwise, if a subject
considers a box in one problem and immediately learns its content, they would make an
informed decision on whether to consider that box the next time it appears in a different
problem. Then the decision problems would not be independent from each other because
there would be some learning. Since the consideration models that we will test are static,
we needed to shut down such possibilities of learning. Our procedure gives us stochastic
consideration data at the individual level.

Third, even though there were 115 consideration problems where subjects had to reveal
what they would consider on that problem, they performed this task only on one randomly
selected problem. This serves two purposes: simplicity and elimination of learning. Note
that counting the color content of boxes with 100 balls is a hard and boring task. Therefore,
we can only ask subjects to perform this a limited number of times. Moreover, counting the
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content of a box once is enough to learn it, so if we made the subjects perform the same
consideration multiple times, they would not count it every time as they would remember
the numbers. No feedback feature of the design guarantees independent observations on each
decision problem.

Part II. This part is similar to Part I in terms of how 110 decision problems are gen-
erated. This time, a decision problem presents the available options by both showing the
color content of the boxes and the corresponding prizes (see Figure 2.) Hence, each option
is presented as an objective lottery. The subjects need to choose a single option for each
problem and after completion of this part, they are paid based on one randomly selected
decision problem of Part II and paid based on the realization of that lottery.

Figure 2. A sample choice problem with two options.

After Part II, a questionnaire takes place. The first page of the questionnaire elicits
risk preferences using a standard multiple-price list method. Subjects will consider a bag of
red and blue balls. There are 10 balls - 5 red and 5 blue - in the bag and drawing red ball
pays 60 points while a blue ball pays zero. Then, subjects answer 11 binary decisions. Each
decision asks subjects whether they prefer to draw a ball from the bag or whether they prefer
to take a sure amount, which starts at 15 and increases in increments of two. One offer will
be randomly chosen for payment. The second page of the questionnaire elicits ambiguity
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preferences and closely mimics the same elicitation process as risk preference elicitation, but
subjects are told that the bag of balls used for the section has an unknown proportion of red
and blue balls. Subjects then choose which color to bet on, in contrast to the previous page’s
set choice of red.7 Finally, a third page asks subjects questions on age, gender, and highest
level of schooling achieved. Subjects can choose a “Prefer not to answer” option in the third
page.

The experiment was conducted on Prolific with 402 subjects in September and October
2022. 201 and 189 specified their gender as male and female, respectively, and 12 of them did
not specify their gender or did not identify as either male or female. The median age range
was 28-37 and the median subject had a bachelor’s degree. The details of the demographics
of the subject pool can be found in Tables 6, 7, and 8 in Appendix B. We implemented an
attention test to make sure that the subjects were engaged in our experiments fully: Those
who never considered only dominated alternative E in the decision problem {C,E} are labeled
as inattentive and excluded from the analysis. Hence, the results are based on 315 subjects.8

The average hourly payment was $9.21 and it took approximately 27 minutes on average for
a subject to finish the experiment.

3. Theoretical Framework

In Part 1, we sample from each subject’s consideration function. Let X = {A,B,C,D} be
the grand set of options. For each S ⊆ X, a subject’s consideration function that is sampled
in Part I is

µ(. ∣ S) ∶ 2S ∖ ∅Ð→ [0,1] such that ∑
T⊆S
T≠∅

µ(T ∣ S) = 1

We say that a subject has a deterministic consideration function if for each S ⊆X, there
is a unique T ⊆ S such that µ(T ∣ S) = 1 and for all T ′ ⊆ S such that T ′ ≠ T , µ(T ∣ S) = 0.
Otherwise, we say the subject has a stochastic consideration function. Note that a subject

7This is standard in ambiguity attitude elicitation experiments and it aims to assure subjects that the exper-
imenter does not have any color bias.
8In addition to that we may filter those who did not complete the dry run of the consideration task successfully
and that would drop the number of subjects to 249. The analysis does not qualitatively change with or without
these subjects and they do not change the demographic composition of the subject pool. Nevertheless, we
choose to include those since the dry round is not incentivized.
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with a deterministic consideration would consider the same options every time the same
decision problem appears in the experiment.

It is useful to introduce an implicitly derived attention frequency function of an alterna-
tive given an option set because it will be referenced by some of the existing models that we
will test later. Given µ(. ∣ S) (which is observed in Part 1), one can calculate how likely it
is for the subject that an option x attracts attention in the decision problem of S by adding
up the probabilities of each subset containing x being considered. Cattaneo et al. [2023]
defines the attention frequency of an alternative in an option set S as follows: Given the
consideration function µ(. ∣ S), the attention attracted by option x ∈ S is defined by

(1) ϕµ(x ∣ S) = ∑
T⊆S
T ∋x

µ(T ∣ S)

For example, when presented with set {x, y} if a subject’s consideration function is
µ({x} ∣ {x, y}) = µ({x, y} ∣ {x, y}) = 0.5, then we say that x attracted attention by probability
1, because it is contained in every subset that has positive consideration weight.

For each subject, we denote the induced attention frequency function by ϕ(. ∣ S) rather
than ϕµ(. ∣ S) to simplify the notation. Since each subject has only one observed µ function,
this simplification should not lead to any confusion.

Next, we introduce notation for the data observed in Part II of the experiment. For each
S ⊆X, the choice function of a subject in Part II is

π(⋅ ∣ S) ∶ S Ð→ [0,1] such that ∑
x∈S

π(x ∣ S) = 1

We say that subject i has a deterministic choice function, if for each S ⊆ X there exists a
unique x ∈ S such that π(x ∣ S) = 1 and for all other y ∈ S such that y ≠ x, π(y ∣ S) =
0. Otherwise, we say the subject has a stochastic choice function. Part II data provides
us a sampling of π for every subject, as we elicit how frequently a subject chooses each
option presented in all ten appearances of a decision problem. Note that a subject with a
deterministic choice would choose the same option every time the same decision problem is
presented.
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4. Results

We will present first the consideration results followed by the choice results based on
Parts I and II of the experiment, respectively. For each case the descriptive will be provided
to identify certain trends in the data and then the axiom testing will come. Recall from
the earlier discussion on how we filtered noise, we are reporting results for 315 subjects who
passed the attention check and never considered option E alone.

4.1. Descriptive Analysis of Consideration. Note that the behavior in Part I may devi-
ate from the standard full consideration hypothesis in two ways: A subject may consistently
consider a unique subset of an option set or she may consider a different subset when the
option set is presented repeatedly. The former behavior would be a limited deterministic
consideration and the later one would be a stochastic consideration. The following two sub-
sections address these behaviors.

4.1.1. Full vs Limited Consideration. Recall that in Part I, each decision problem presents
a set of 2-4 boxes (lotteries), and asks subjects on which non-empty subset of these boxes
they want to consider, i.e., count the color content. On one hand, a subject may want to
learn the color content of more boxes so that they can make an informed lottery choice after
learning the probability of each corresponding prize. On the other hand, they may want to
count the balls in fewer boxes as counting may not be their favorite activity or they may
want to minimize the possibility of mistakes in counting (note that the subjects are not paid
for Part I if they make a mistake in this part of the experiment.) It turns out to be that the
latter concern is indeed valid as subjects did not choose to consider all the presented options
in Part I. Out of 315 subjects, only 7 subjects exhibit full consideration in all questions and
full consideration is rare for any menu size (see Table 2, column 2 for the menu sized of 2-4.)
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Table 2. Number of subjects with full and limited consideration

Full Consideration Limited Consideration

All Data 7 308
∣S∣ = 2 8 307
∣S∣ = 3 9 306
∣S∣ = 4 11 304

The limited consideration results are robust. Figure 3a reports that about 87% of the
subjects had limited consideration in each one of the 115 rounds. Figure 3b provides further
evidence that limited consideration applies to any type of menu. Almost all the subjects had
limited consideration for each of the 11 menus they saw.

(a) Proportion of limited consideration sub-
jects by round.

(b) Fraction of subjects with limited consid-
eration by set.

Figure 3. Robustness of Limited Consideration

Figure 4a shows the distribution of proportions of questions with limited consideration by
subjects. In other words, it calculates how many subjects considered a certain percentage of
110 questions in a limited fashion. Note that 98 subjects (31.1%) had limited consideration
every time they faced a menu. These subjects are located on the far right of the cdf in
Figure 4a where there is a big jump. 268 subjects (85.1%) had limited consideration on at
least 75% of the questions out of 110 consideration questions they answered. In sum, limited
consideration is robustly exhibited by almost every subject on every type of menu throughout
the experiment. We may perform this analysis at the menu level as well. Figure 4b reports
the percentages of subjects who considered a certain number of menus in a limited fashion.
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Note that 276 subjects (87.6%) had limited consideration on all 11 menus in Figure 4b. The
7 subjects who fully considered every menu (as reported in Table 2) appear on the very left
of the distribution in this figure.

(a) Distribution of proportion of questions
with limited consideration, by subject.

(b) Distribution of subjects by the number of
sets that have limited consideration.

Figure 4. Robustness of Limited Consideration

The number of alternatives that are considered increases by the menu size. The average
size of the considered set is 1.18, 1.37, and 1.59 for menus with size 2, 3, and 4, respectively.
As it can be seen in Figure 5, this behavior is robust in every round of the experiment
and more alternatives are considered on larger menus throughout the session. The blue,
orange, and gray correspond to data coming from problems with two, three, and four options
presented, respectively.

Figure 5. Consideration set size by round and total set size
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Result 1: The first set of observations we made on limited consideration is listed below.

i. Participants do not consider all of the alternatives (Figure 5);
ii. The number of options that are considered increases with the menu size (Figure 5.)

4.1.2. Stochastic vs. Deterministic Consideration. The limited consideration of the subjects
mostly occurs in stochastic fashion. Recall that 7 out of 315 subjects had full consideration
all the time and that behavior is trivially deterministic. Among the remaining 308 subjects
only 16 acted deterministically in their limited consideration, i.e., they considered the same
sub-menu in every repetition. Table 3 reports the number of subjects who considered de-
terministacally by the menu size as well. The small numbers of deterministic considerations
indicate that the majority had stochastic considerations.

Table 3. Number of subjects with stochastic and deterministic consideration

Stochastic Deterministic Full Deterministic Limited

All Data 292 7 16
∣S∣ = 2 283 8 24
∣S∣ = 3 262 9 44
∣S∣ = 4 227 11 77

Unlike the behavior of limited consideration, stochasticity of the consideration depends
on the menu. Only about 18% acts stochastically on every menu. Figure 6 shows the
distribution of subjects who have stochastic consideration by the number of menus. The set
dependence of stochasticity in consideration can be further seen in Figure 7. We see that
more subjects act stochastically on some sets than the others.

Notably, among the binary menus the subjects behaved more stochastically on menus
{A,B} and {C,D}. Recall that the options in these menus are similar, i.e., A and B are
high range and C and D are low range options. The subjects tend to randomize when they
face with similar options.
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Figure 6. Distribution of subjects by the number of menus that have sto-
chastic consideration.

Figure 7. Fraction of all subjects with stochastic consideration by set.

There are some robust behavior on what subjects prefer to consider on different menus.
Since it is easier to graph the behavior on binaries, we explain the data on binary menus as
summarized by Figure 8. Each triangle represents the consideration data on a binary menu,
such as {A,B}, {C,D}, etc.. Each vertex of a triangle is a possible consideration set. The size
of a red circle on a triangle shows the number of subjects who have that type of consideration
function. The subjects with deterministic considerations are on the vertices and those with
stochastic considerations are either on the edges or in the interior of a triangle. Closer a red
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circle to a vertex means the frequency of considering the sub-menu on that vertex is higher.
For example, if a subject always considered only A on menu {A,B}, she is denoted on the left
bottom vertex of the first triangle in Figure 8. If she considered A alone half of the time and
together with B half of the time, then her data is denoted on the mid-point of the bottom
edge of this triangle.

We observe three robust behavior in Figure 8. First, the right bottom corner of each
triangle has little data indicating that discrete full consideration is rare in all of these four
representative menus. This observation is a piece of further evidence on the extensive limited
consideration that we observed in Figure 3b.

Second, the behavior on menus in the first row is similar to each other and the same is
true for the second row of the figure. The first-row menus include similar options and the
second-row menus include different options in the sense of outcome ranges. Note that the
deterministic consideration is more pronounced when non-similar options are presented, as
the masses on the left bottom vertices of all the triangles in the second row are larger.

Third, the majority of those who act deterministically on menus with non-similar options
(the second row in the figure) have preferences for considering the higher range option. For
example, the mass of subjects deterministically considering A on menu {A,C} is much higher
than those considering C deterministically. This contrasting tendency for high range option
when it is compared with a low range one is robust, as can be seen in all four menus in the
second row of the figure. This means that the subjects who want to consider only one option
would like to investigate the option with extreme outcomes hoping for a jackpot.

At the consideration stage, the range of ambiguous lotteries is one way to identify options
so it is expected that consideration behavior is robustly sensitive to this characteristic. We
intentionally designed the experiment by making A and B as a high range and C and D

as low range lotteries. Figure 8 provided the first evidence for the fact that the subjects
indeed responded to similar options similarly on binary menus. We may also establish this by
checking the consideration behavior on tripletons. Since it is not possible to plot consideration
function triangles for tripletons, as we did for the binary menus, we can instead show this
result by checking the attention frequencies of each alternative on tripletons. Figure 9 reports
the relevant attention frequencies.9 Note that the attention frequencies of A and B are similar

9The attention frequency of an option on a menu is calculated using the definition of ϕ given in (1).
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Figure 8. Consideration behavior on binary menus. A coordinate in the
triangle simplex shows the frequency with which the single options or the
binary option are considered. Vertices are deterministic behavior.

on menus {A,C,D} and {B,C,D}, respectively. In other words, adding C and D to a menu
affects the appeal of A and B similarly. Also, the attention frequencies of C and D are similar
on menus {A,B,C} and {A,B,D}, respectively. Hence, adding A and B to a menu affects
the appeal of C and D similarly.
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(a) Attention frequencies of A and B in the presence of both C and D.

(b) Attention frequencies of C and D in the presence of both A and B.

Figure 9. Attention frequencies of similar options are similar in tripletons

Result 2: Stochastic Consideration results are listed below.

i. Almost all subjects considered stochastically on at least some menus (Table 3 and
Figure 6);
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ii. Stochastic consideration is more likely when similar options are presented together
(Figures 7 and 8);

iii. Similar options are treated similarly when each is presented together with a set of
other options (Figures 8 and 9a and 9b.)

4.2. Testing Consideration Axioms. Only 7.3% of the subjects (23 out of 315 subjects)
had deterministic considerations, i.e. they considered the same set of options in every repeti-
tion of each decision problem. Out of those 23 subjects, 7 subjects had full consideration, the
rest had a non-trivial deterministic consideration function. In addition to those 23 subjects,
if we consider those who deviated from being deterministic in only one out of 110 questions
answered (i.e., behaved almost deterministically) as well, we have 37 subjects (11.7%) with
almost deterministic consideration functions.10 All of these subjects satisfied the Attention
Filter and the Competition Filter properties.11

Since most subjects chose what to consider stochastically, our axiom testing exercise
will focus on models that allow for stochastic consideration sets. Cattaneo et al. [2020]
and Cattaneo et al. [2023] provide two relatively weaker axioms of consideration. Both are
monotonicity properties. One of them is the monotonicity of the consideration function, µ,
that we sample in Part I and the other one is the monotonicity of the attention frequency, ϕ,
derived from µ as we defined in (1).

Cattaneo et al. [2020] propose a general model of random attention where consideration
sets compete for attention, hence, the probability of considering a set in a menu increases
when the menu gets smaller. This is captured by the monotonic consideration rule, µ, stated
below.12

Monotonic consideration. For any T , S, x ∈ S such that T ⊂ S ∖ {x} ⊆ X, µ(T ∣ S) ≤
µ(T ∣ S ∖ {x})

10Among those almost deterministic ones, only 1 subject behaved almost full consideration and the rest
behaved almost deterministic with limited consideration.
11Let Γ(S) ∶= {T ∣ µ(T ∣ S) = 1} denote what is considered on a menu given a deterministic µ function.
The Attention Filter property of Masatlioglu et al. [2012] requires that “Γ(S) = Γ(S ∖ {x}) if x ∉ Γ(S)” and
the Competition Filter property of Lleras et al. [2017] requires that “if for all x ∈ S ⊂ T and x ∈ Γ(T ) then
x ∈ Γ(S)”.
12Cattaneo et al. [2020] call this property as monotonic attention as they name function µ as the attention
function.
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Cattaneo et al. [2023] impose a similar monotonicity requirement on attention frequency,
ϕ, instead.

Consideration overload. For any T , S, x such that x ∈ T ⊆ S ⊆X, ϕ(x ∣ S) ≤ ϕ(x ∣ T ).

Table 4 reports the subjects who fail to reject these two monotonicity properties. Tests
are performed using the estimation techniques adopted from Cattaneo et al. [2020] at 95%
confidence levels.13 Note that all of the 37 subjects with almost deterministic considera-
tion satisfied the Consideration Filter property, hence, they trivially satisfy Monotonic Con-
sideration as it is the stochastic version of Competition Filter. Since 49 subjects satisfy
Monotonic Consideration in Table 4 only 4% of the subjects satisfy Monotonic Consideration
non-trivially.14

Although we are not aware of any other research testing these axioms, the limited support
for them in our data is not completely unexpected. We will revisit this discussion in Section
5, but for now, one should note that these consideration axioms are similar to the regularity
condition (see subsection 4.4 for its definition) which is well-known in the stochastic choice
domain. The regularity in choice is challenged both theoretically and empirically, hence, it
is somewhat expected to see limited support for its analogous properties in the consideration
domain.

Table 4. The percentage (number) of subjects who are consistent with mod-
els of stochastic consideration.

Property Name % (#) satisfying

Monotonic Consideration
15.6% (49)

Cattaneo et al. [2020]
Consideration Overload

28.6% (90)
Cattaneo et al. [2023]

4.3. Descriptive Analysis of Choice. In this subsection, we analyze the choice data fol-
lowing the same structure that we used for the analysis of the consideration data. We first
13Additional econometric detail is provided in Appendix C.
14The independent attention model (Manzini and Mariotti, 2014) and the logit consideration model (Brady
and Rehbeck, 2016) are special cases of monotonic consideration and hence they cannot be satisfied by our
mostly non-monotonic subjects who were acting stochastically.
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start with the descriptive analysis of Part II data followed by reporting the results from axiom
testing.

4.3.1. Stochastic vs. Deterministic Choice. Deterministic behavior in choice decisions is much
more frequent than it is for consideration decisions. Out of 315 subjects, 47 subjects exhibit
deterministic choice in all questions. There are an additional 27 subjects who are almost
deterministic, i.e., only in 1 out of 110 questions they act stochastically. Hence, the stochastic
behavior is less pronounced in choice problems than in consideration problems. We are not
aware of any other results from the literature documenting this observation. Moreover, the
subjects who choose stochastically do not act that way on all the menus (see Figure 10.)
Recall that Figure 6 was a counterpart of Figure 10 and notably, the stochastic consideration
summarized in Figure 6 was much more skewed to the left than that in Figure 10 indicating
further evidence for a higher rate of stochasticity in the consideration domain than the choice
domain.

In Figure 11, we document the frequency of subjects with stochastic choice by menu,
and again the randomness in choice increases when the menu is larger as the bars in this
figure tend to be taller for the menus of sizes 3 and 4.

Result 3: Descriptive observations on choice behavior are listed below.

i. 74 subjects choose almost deterministically;
ii. Stochastic choice is less likely than stochastic consideration;
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Figure 10. Distribution of subjects by the number of sets that have stochas-
tic choice.

Figure 11. Fraction of subjects with stochastic choice by set.

4.4. Testing Choice Axioms. Recall that 47 subjects chose fully deterministically and 27
chose almost deterministically (by deviating from a deterministic choice behavior in only
1 out of 110 questions). For these subjects, it is meaningful to check the Weak Axiom of
Revealed Preferences (WARP) as the main axiom of rationality in standard choice theory.15

Strikingly, all of these 74 subjects satisfy WARP.

15WARP, stated for choice correspondences c ∶ 2X
→ 2X , states that if for all S ⊆ X and y ∈ S, if there exists

an x ∈ S such that y ∈ c(T ) for some T ⊆X with x ∈ T , then y ∈ c(S).
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Next, we analyze the data for other well-known stochastic choice axioms. We focus on
three classes of axioms: versions of regularity (how menu size affects the choice probabilities),
versions of transitivity (stochastic generalizations of the standard transitivity axiom), and
versions of independence (how relative choice probabilities depend on the menu.) We first
define these axioms below and then report the subjects whose behavior cannot reject the
corresponding axiom.

Random Utility theories are offered by the literature to explain stochastic choice be-
havior. The regularity is a standard axiom for such models. The regularity requires that
the chance of choosing an option cannot decrease when another option is removed from the
menu.

Regularity. For any x ≠ y ∈ S, π(x ∣ S) ≤ π(x ∣ S ∖ {y}).

Several empirical studies documented robust violations of regularity due to the asym-
metrical dominance effects or attraction effects (see Rieskamp et al., 2006, Section 5 for a
review.) Filiz-Ozbay and Masatlioglu [2023] weaken the regularity condition by requiring
it to be satisfied by some binary subset of a menu rather than with respect to every sub-
set. In other words, the probability of choosing an option on a rich menu cannot exceed its
probability of being chosen in all binary comparisons of that option within the menu. This
condition allows for regularity violations but does not allow them to happen with respect to
every binary comparison.

Weak Binary Regularity. For any S ⊆X and x ∈ S, π(x ∣ S) ≤ max
y∈S∖{x}

{π(x ∣ {x, y})}.

Echenique and Saito [2019] provides the following weak regularity property which applies
to the options that have zero weight in the stochastic choice. It requires that if an option y is
selected with zero chance against option x then y must be selected with zero chance on any
menu that contains x. This axiom is relevant for our design, as we observe several participant
never choosing some options.

Weak Regularity. For any x, y ∈ X and S ⊆ X such that x, y ∈ S, π(y ∣ {x, y}) = 0⇒ π(y ∣
S) = 0.

The transitivity axiom in deterministic theories has been a cornerstone because it implies
utility representation (Samuelson, 1953). The Strong Stochastic Transitivity is proposed as a
natural extension of the deterministic version of transitivity and it is implied by all fixed utility
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theories such as Luce’s (Rieskamp et al., 2006). Many empirical studies found violations of
this property (see Mellers and Biagini, 1994, for a review.) The Weak Stochastic Transitivity
and Moderate Stochastic Transitivity are proposed as the weaker versions of it (He and
Natenzon, 2024). The moderate stochastic transitivity is often attributed to Chipman [1958,
1960] and it characterizes the moderate utility model (He and Natenzon, 2024.) Earlier
research found that the violations of these weaker notions of stochastic transitivity are rare
–consistent with our data as we will report shortly (Rieskamp et al., 2006.)

Weak Stochastic Transitivity: min{π(x∣{x, y}), π(y∣{y, z})} ≥ 0.5 implies π(x∣{x, z}) ≥
0.5.

Moderate Stochastic Transitivity: min{π(x∣{x, y}), π(y∣{y, z})} ≥ 0.5 implies π(x∣{x, z}) ≥
min{π(x∣{x, y}), π(y∣{y, z})}.

Strong Stochastic Transitivity: min{π(x∣{x, y}), π(y∣{y, z})} ≥ 0.5 implies π(x∣{x, z}) ≥
max{π(x∣{x, y}), π(y∣{y, z})}.

Another well-studied principle in stochastic choice domains is the independence of irrel-
evant alternatives. This principle relies on the idea that the relative probabilities of choosing
two options should not vary when each is compared with respect to options in menu Q or
R.16 Below we state a version of the Independence property studied by Gul et al. [2014] and
for that we first need to define the probability of a set Y being chosen in menu Z by adding
the probability of each element in Y being chosen in Z, i.e., ψ(Y ∣ Z) = ∑y∈Y π(y ∣ Z).

Independence: For any non-empty Q,R,S,T, ψ(S ∣ S ∪Q) ≥ ψ(T ∣ T ∪Q) implies ψ(S ∣
S ∪R) ≥ ψ(T ∣ T ∪R) if Q,R ∈ 2X ∖ ∅ and (S ∪ T ) ∩ (Q ∪R) = ∅.

Gul et al. [2014] shows that Independence in rich domains is equivalent to the Luce
model for stochastic choice. Since the Luce model has unintuitive implications when there
are some similarities between options17, they weaken the Independence property by formally
introducing a notion of duplicates and checking Independence for non-duplicates.

16Luce [1959] provides a stronger version of the independence notion which requires not only the order of
probabilities of the two options but also the ratios of choice probabilities to be independent of what else is in
the menu.
17Debreu [1960] intuitively described a decision problem for a violation of the independence principle where
the introduction of an option diminishes the likelihood of choice for other similar options in the menu without
affecting the weights on the nonsimilar ones.
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Duplicates: S and T are duplicates if for any Q such that Q ∩ (S ∪ T ) = ∅, π(x ∣ Q ∪ S) =
π(x ∣ Q ∪ T ) for any x ∈ Q. Duplicates T and S are denoted by T ∼ S.

Since the notion of duplicates is introduced for identifying similarities in the stochastic
choice domain, the upcoming analysis first focuses on the 241 subjects with non-deterministic
choice (i.e., excluding 74 almost deterministic subjects satisfying WARP.) Only 12 of these
subjects have no duplicates. For most subjects A and B are duplicates followed closely by C
and D (by 166 and 153 subjects, respectively.) This is inline with our choice of these lotteries
because the prospects of A and B are similar both in terms of outcomes and probabilities
associated to them; C and D are only similar in terms of the range of outcomes but not in
terms of probabilities.

The next two axioms, Weak independence and Elimination of Duplicates (Gul et al.,
2014), require versions of independence property to hold for non-overlapping comparisons.18

Weak Independence: For any non-empty Q,R,S,T such that (S ∪ T )�(Q ∪ R), ψ(S ∣
S ∪Q) ≥ ψ(T ∣ T ∪Q) implies ψ(S ∣ S ∪R) ≥ ψ(T ∣ T ∪R).

Elimination of Duplicates. For any T ∼ S′ ⊆ S�Q and x ∈ Q, π(x ∣ S∪Q) = π(x ∣ T ∪S∪Q).

Elimination of duplicates indicates that the duplicates are treated equally by the decision
maker. More precisely, if T and S′ are duplicates then adding T to a menu that contains
S′ does not affect the probability of an option being chosen from a non-overlapping set Q.
In our experiment, for example, if a subject viewed options A and B as duplicates, then
likelihood of choosing C from {B,C} and {A,B,C} should be the same in order to satisfy
this property.

Table 5 starts with our earlier observation of 74 subjects who almost always chose deter-
ministically satisfying WARP. Since all the other stochastic choice axioms of interest imply
WARP for the deterministic behavior, these 74 people will trivially satisfy the remaining
stochastic axioms in Table 5. To highlight this point, the second column of the table reports
the results for each stochastic axiom as the sum of those who fail to reject the axiom in a
non-trivial way (by acting stochastically) and those who act consistent with WARP.

18Two sets are called non-overlapping if all their duplicates are pairwise disjoint, i.e. T and S are called
non-overlapping if T ∼ T ′, S ∼ S′ implies T ′ ∩ S′ = ∅. Non overlapping sets T and S are denoted by T�S.
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Table 5. The percentage (number) of subjects consistent with models of
deterministic or stochastic choice.

Choice Property % (#) satisfying
WARP - (Almost) Deterministic 23.5% (74)

Regularity 7.9%+23.5% (25+74)

Weak Binary Regularity 57.8%+23.5% (182+74)

Weak Regularity 41.0%+23.5% (129+74)

Weak Stochastic Transitivity 76.2 %+23.5% (240+74)

Moderate Stochastic Transitivity 73.3 %+23.5% (231+74)

Strong Stochastic Transitivity 28.9 %+23.5% (91+74)

Independence 27.0 %+23.5% (85+74)

Weak Independence 26.3%+23.5% (83+74)

Elimination of Duplicates 73.7%+23.5% (232+74)

Tests are performed using the estimation techniques adopted from Cattaneo et al. [2020] at 95% confidence
levels. Deterministic or almost deterministic choices that satisfy WARP (74 subjects in the first row) also
satisfy the other stochastic properties trivially.

Similar to the earlier studies, only 7.9% satisfy the Regularity in a non-trivial way in
addition to those who satisfy it because they act consistent with WARP. Each of the two
weaker versions of this property explains the behavior of the majority. Again consistent with
the literature only 28.9% fails to reject the Strong Stochastic Transitivity in a non-trivial way.
This number increases to 73.3% for the moderate version. Weakening it further to the Weak
Stochastic Transitivity does not improve the results much (adds only 3 percentage points to
the pool of subjects who acted consistent with the rule.)

We are not aware of any other study empirically testing Independence and Weak In-
dependence. We find that 27% of the subjects act consistent with the Independence but
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weakening it by checking it only for non-overlapping comparisons does not improve the re-
sults.19 On the contrary, almost all the subjects acted consistent with the Elimination of
Duplicates either trivially or non-trivially.

While we only focused on the most well-known axioms in the classes of regularity, tran-
sitivity, and independence in Table 5, one may extend this analysis to any stochastic choice
axiom of interest since we sample the stochastic choice function, π, on every menu, i.e. the
whole domain. The correlations between different choice properties that are analyzed in this
section are reported in Table 9 in Appendix D.

4.5. Consistency of choice with incomplete preferences. We observe the choices of
individuals through repeated observations in Part II data. So far we have interpreted that
data as sampling from an underlying stochastic choice function. Alternatively, Balakrishnan
et al. [2022] builds choice correspondences using such data, infers the underlying (possibly
incomplete) binary relation, and studies its properties. In this subsection, we will depart from
the standard stochastic choice interpretation of the frequently observed choice behavior, and
treat our data in the spirit of Balakrishnan et al. [2022].

This is a two-part exercise to test for consistency with potentially incomplete preference
relations. First, we utilize the notion of Fishburn correspondences from Balakrishnan et al.
[2022] to convert our stochastic choice data to a choice correspondence. Based on λ ∈ [0,1]
that is prespecified by the analyst, a choice correspondence c ∶ 2X → 2X is generated from a
probability distribution of choices over sets, π, as:

c(S) = {x ∈ S ∣ π(x ∣ S) ≥ λ ⋅max
y∈S

π(y ∣ S)}

Smaller values of λ results in a more permissible conversion; in the extreme case of λ = 0,
the choice correspondence is c(S) = S. In the other extreme case of λ = 1, the choice
correspondence consists solely of alternatives with maximal choice probability.

Second, after generating a choice correspondence, c(S), for a given λ, we evaluate the
consistency of this correspondence through the Weak Axiom of Revealed Non-Inferiority

19The fact that slightly more subjects satisfy Independence than Weak Independence appears to be a limitation
of testing methodology. See Appendix C for more details.
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(WARNI) from Eliaz and Ok [2006b]. In our environment, using our notation, the axiom
reads as:

Weak Axiom of Revealed Non-Inferiority (WARNI): For any S ⊆X and y ∈ S, if for
every x ∈ c(S) there exists a T ⊆X with y ∈ c(T ) and x ∈ T , then y ∈ c(S).

Intuitively, the condition relaxes WARP from “revealed preferred to” to “not revealed inferior
to”; if there is no x ∈ S such that y is never chosen when x is present for all T ⊇ {x, y}, then
the implication is that y is ⪰-maximal for some ⪰, and thus must be chosen in S.20 However,
unlike WARP, the ⪰ used to rationalize choice data may be incomplete, and thus multiple
alternatives may be ⪰-maximal, generating a choice correspondence. Theorem 2 from Eliaz
and Ok [2006b] states that the axiom is necessary and sufficient to have a unique, but not
necessarily complete, regular preference relation ⪰ on X such that c =max(⋅,⪰).

We conduct the exercise for λ = 0.1,0.2, . . . ,1.21 Figure 12 presents the proportion of
subjects that satisfy WARNI for each λ level. Overall, we observe a large majority of subjects
satisfying WARNI for all λ levels.22 For λ = 1, 249 (79.0%) of subjects satisfy WARNI. This
proportion is monotonically decreasing in λ, with 312 (99%) of subjects satisfying WARNI
when λ = 0.1. Hence, while only a quarter of subjects are (almost) deterministic and satisfy
WARP, the necessary and sufficient condition for complete preference maximization, the vast
majority of subjects are consistent with the concept of incomplete preference maximization.

20The set of all ⪰-maximal elements from a set S is defined as {x ∈ S ∶ y ≻ x for no y ∈ S}. An element in the
set is said to be ⪰-maximal.
21λ = 0 trivially satisfies WARNI, since a perfectly incomplete preference relation rationalizes choices.
22Note that λ = 1 does not necessarily test for WARP in cases where arg maxy∈S π(y ∣ S) is not unique.
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Figure 12. Percentage of 315 subjects satisfying WARNI, by λ.

4.6. Combining Part I and Part II data sets. The existing two-stage stochastic models,
where the decision maker chooses from what is considered, are built primarily on the choice
data. For example, Manzini and Mariotti [2012] or Cattaneo et al. [2020] assume the choice
data as the only observables of the model and construct the underlying consideration or
attention functions for the first stage based on their modeling assumptions. This approach
became standard because the consideration data is typically unobservable. Our data is free
from that limitation because we observe what each subject considered and what she chose on
every menu. In the following analysis, we will analyze what properties the choice behavior
of an individual would satisfy if we forced them to implement the two-stage procedure based
on their actual consideration and choice.

For this purpose, we first create a hypothetical choice function for each subject, π∗, based
on the observed µ and π of that subject. This is interpreted as how the subject would behave
if she first considered according to her µ function and then chose from what she considered
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according to her π function:

π∗ = (x ∣ S) = ∑
T⊂S
x∈T

µ(T ∣ S)π(x ∣ T )

π∗ would be the ideal data to test the characterization axioms of the two-stage models
of the literature. If we perform that analysis, we see that for 289 subjects (91.7%), their
constructed π∗ is consistent with both monotonic consideration and consideration overload.
According to those models, all these subjects’ choice data can be represented by a two-stage
procedure where the consideration stage satisfies the relevant monotonicity property. Then,
how can one explain the low support for monotonic consideration and consideration overload
in our Part I data as reported in Table 4 (15.6% and 28.6%, respectively), while the choice
data implied by that consideration function being perfectly in line with the corresponding
model? We argue that this exercise does not falsify those models necessarily because those
models do not rule out a consideration behavior generating the same choice while violating
monotonicity because the representation is not unique. They only claim the existence of
a monotonic consideration function that is consistent with the data. Our exercise with π∗

argues that the seemingly weak properties of unobservable parts (consideration parts) of these
models may not be satisfied by the actual function as it is the case with our Part I data.

Additionally, we can compare the observed choice behavior, π, in Part I and implied
choice behavior by the imposed two-stage choice, π∗ to understand the impact of consideration
stage. Adding a consideration stage to the choice problem changes the choice behavior non-
trivially. For 15 subjects, π∗ and π are identical. In total, for 146 subjects we fail to reject
the hypothesis that π = π∗ at the 5% level.23

All the axioms of choice in Table 5 can be tested for π∗, as well. We report this analysis
in Table 10 in Appendix D. As expected π∗ satisfies WARP for less subjects than π did due
to more stochasticity imposed by the two stages in the construction of π∗.

23To test whether π = π∗, a Wilcoxon two-sample paired signed-rank test is performed. An initial check
determines whether the distributions are exactly the same - if so, no test is run and subjects are classified as
having π = π∗. The remaining subjects undergo the test.
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5. Revisiting consideration data

We have noted earlier that the monotonicity property for stochastic consideration was
analogous to the regularity property in stochastic choice. Regularity in choice is often violated
(including our data) and monotonicity of consideration (the Consideration Overload property)
was also violated by the majority of our subjects. To fit the data better in the choice
framework, models such as the nested logit and the attribute rule are offered. The idea of
these models is to split the set of alternatives into classes based on shared attributes of options
and the characterization axioms are checked only within class (Kovach and Tserenjigmid, 2022
for the axiomatization of nested logit, and Gul et al., 2014 for attribute rule.) In this section,
we will apply the classification idea of the choice theory to our consideration data, and offer
a new property of consideration overload which is only checked with respect to classes.

The theory side of consideration literature is more limited than the choice literature. So
we do not have much guidance from the existing theories on how to generalize the considera-
tion overload property. Nevertheless, the classification idea of choice is natural in our setting,
as we intentionally designed our ambiguous lotteries so that some options might be classified
more similar to each other than the other options (recall that A and B are the high range
ambiguous lotteries and C and D are the low range ambiguous lotteries by design.) Hence,
we may naturally classify the options in the consideration problem based on option similarity
and check the consideration overload with respect to the similarity classes. Nevertheless, this
might be ad-hoc because even though we designed those pairs as similar, the subjects may
not have viewed them as similar. To address this, below we formally define “Consideration
Duplicates” which motivated from the notion of “duplicates” in choice theory by Gul et al.
[2014] that we used in Subsection 4.4.

Consideration Duplicates. Alternatives x and y are considered duplicates for considera-
tion function µ if for all sets S such that {x, y} ∩ S = ∅, and for all W ⊆ S, µ(W ∣ x ∪ S) =
µ(W ∣ y ∪ S).

This notion means that the probability of considering W in a menu is the same when
either of the two duplicates is added to the menu. Hence, the impact of two consideration
duplicates on considering set W are the same. For example, for a subject who views A and
B as duplicates, her likelihood of considering C when it is presented together with A versus
B must be the same, i.e., we must have µ({C} ∣ {A,C}) = µ({C} ∣ {B,C}). 129 subjects
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(41%) viewed A and B as duplicates and 80 subjects (25%) viewed C and D as duplicates at
the consideration stage.

Next, we offer a generalization of the Consideration Overload property offered only for
the removal of duplicates rather than arbitrary subsets.

Consideration overload due to duplicates: For any T , S, x such that x ∈ T ⊆ S ⊆ X
and x is a duplicate to any y ∈ S ∖ T , ϕ(x ∣ S) ≤ ϕ(x ∣ T ).

Note that if a subject does not view any alternatives as duplicates, the property is
automatically satisfied. Hence, for half of the subjects (167 subjects), the condition is trivially
satisfied. When we check the property for those who viewed A and B or C and D (or both)
as duplicates (148 subjects), 88% of them satisfy Consideration overload due to duplicates.
The support for the weaker version of the Consideration Overload is similar to the impact of
the duplicate notion on Independence property of choice in Table 5.

6. Conclusion

We design and implement an experiment to fully observe consideration and choice func-
tions over a set of four alternatives. We generate multiple observations per choice set, provid-
ing us with an estimate of potentially stochastic consideration and choice. Hence, our data
set can be used to evaluate any existing and future axioms of choice and/or consideration.
Overall, we find results consistent with the literature on previously tested choice axioms such
as regularity and stochastic transitivity, and test additional choice axioms that have not been
previously tested, such as weak independence. For consideration, we find limited support for
monotonicity, both on the consideration function and on functions of alternative-level con-
sideration frequency. We suggest a generalization of these axioms in the spirit of duplicates
implemented in choice theory.
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Appendices

A. Instructions

Figure 13. Part I instructions
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Figure 14. Section 1 sample problem

Figure 15. Part II instructions



3

B. Demographics

Table 6. Gender identity frequency

Gender Frequency

Male 201
Female 189
Other 9

Did not respond 3

Table 7. Age bracket frequency

Age bracket Frequency

18-27 129
28-37 140
38-47 76
48-57 35
58+ 21

Did not answer 1

Table 8. Educational attainment frequency

Highest education level Frequency

Less than high school diploma 4
High school diploma or GED 35
Some college, but no degree 95

Associate’s Degree (for example: AA, AS) 36
Bachelor’s Degree (for example: BA, BBA, and BS) 159
Master’s Degree (for example: MA, MS, and MEng) 52

Professional Degree (for example: MD, DDS, JD) 13
Doctorate (for example: PhD, EdD) 5

Did not answer 3
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C. Econometric Tests

In order to test consideration and choice axioms, we closely follow the framework of
Cattaneo et al. [2020], whereby each axiom is tested by using an appropriate set of linear
inequalites. The procedure is similar for all axioms, we will only explain testing the monotonic
consideration.

First, let

µ = [µ(⋅ ∣ {A,B,C,D}), µ(⋅ ∣ {A,B,C}), . . . , µ(⋅ ∣ {C,D})]′

where µ(⋅ ∣ S) represent the vector of probabilities for menu S.

Second, construct a maxtrix RMC such that each cell of the matrix is based on the
inequalities of the monotonic consideration axiom: for each set S, for each alternative x ∈ S,
for each T ∈ S − x, µ(T ∣ S) ≤ µ(T ∣ S − x). Similar to the construction in Cattaneo et al.
[2020], a “1” is entered in the column corresponding to µ(T ∣ S), and a “-1” is entered in the
column corresponding to µ(T ∣ S − x). All other entries are “0”. For example, consider three
alternatives x, y, and z. In this case, µ is the column vector

µ = [µ(x ∣ xyz), µ(y ∣ xyz), µ(z ∣ xyz), µ(xy ∣ xyz), µ(xz ∣ xyz), µ(yz ∣ xyz), µ(xyz ∣ xyz)

µ(x ∣ xy), µ(y ∣ xy), µ(xy ∣ xy), µ(x ∣ xz), µ(z ∣ xz), µ(xz ∣ xz), µ(y ∣ yz), µ(z ∣ yz), µ(yz ∣ yz)]′

RMC is constructed from all the inequalities:

S x T x∣xyz y∣xyz z∣xyz xy∣xyz xz∣xyz yz∣xyz xyz∣xyz x∣xy y∣xy xy∣xy x∣xz z∣xz xz∣xz y∣yz z∣yz yz∣yz
xyz x y 0 1 0 0 0 0 0 0 0 0 0 0 0 -1 0 0
xyz x z 0 0 1 0 0 0 0 0 0 0 0 0 0 0 -1 0
xyz x yz 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 -1
xyz y x 1 0 0 0 0 0 0 0 0 0 -1 0 0 0 0 0
xyz y z 0 0 1 0 0 0 0 0 0 0 0 -1 0 0 0 0
xyz y xz 0 0 0 0 1 0 0 0 0 0 0 0 -1 0 0 0
xyz z x 1 0 0 0 0 0 0 -1 0 0 0 0 0 0 0 0
xyz z y 0 1 0 0 0 0 0 0 -1 0 0 0 0 0 0 0
xyz z xy 0 0 0 1 0 0 0 0 0 -1 0 0 0 0 0 0

Consideration sets are assumed to be generated by a true underlying µ, with observations
forming an empirical distributions µ̂. The null hypothesis is that the generating process
µ satisfies the condition RMCµ ≤ 0. The following tests the alternative hypothesis that
RMCµ /≤ 0.
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Following Cattaneo et al. [2020], the standard deviation is σµ =
√

diag(RMCΩµR′MC),
where Ωµ is block diagonal, with blocks given by {1/11}Ωµ,S and Ωµ,S = diag(µS) − µSµ

′
S .

The estimate of standard deviation, σ̂, is the estimate of σµ using observed data: σ̂ =√
diag(RMCΩ̂R′MC). Ωµ is estimated as Ω̂ by plugging in the empirical estimate µ̂.

The test statistic is T =
√
N∗max{RMC µ̂⊘σ̂,0}, where ⊘ represents elementwise division

(aka Hadamard division) and the maximum is the largest element of RMC µ̂⊘σ̂ if it is positive,
or zero otherwise. Intuitively, the smaller the test statistic value is, the closer µ̂ is to satisfying
all inequalities.

The critical value of the test statistic is calculated by randomly sampling a normal
distribution plus an additional estimate for moment conditions. By adding and subtracting
√
N ∗ RMCµ, T becomes T = max{(RMC

√
N(µ̂ − µ) +

√
NRMCµ) ⊘ σ̂,0}. The first term

is approximately normal with variance Ωµ, whereas under the null hypothesis the second
term is bounded above by zero, but the “less conservative” estimate used in Cattaneo et al.
[2020] estimates it using 1√

log N
(RMC µ̂⊘ σ̂)−, where (a)− = a ○ I(a ≤ 0) and ○ is elementwise

multiplication (aka Hadamard product).

Thus the simulated values are T ∗ =
√
N ⋅max{(RMCz

∗) ⊘ σ̂ + 1√
log N
(RMC µ̂ ⊘ σ̂)−,0},

where z∗ is simulated from the normal distribution N(0, Ω̂/N). The critical value comes from
sampling T ∗ 1,000 times, and the (1−α)% percentile of simulated values becomes the critical
value: cα = inf {t ∣ 1

1000 ∑
1000
m=1 I(T ∗ ≤ t) ≥ 1 − α}. The null hypothesis is rejected if T > cα. α is

set to be 0.05.

C.1. Nested Axioms. The test statistic distribution T ∗ is generated using a 28-dimensional
normally distributed random variable z with mean 0 and standard deviation Ω̂/N , where N is
the sample size of 110 and Ω̂ is generated using the distribution π. The distribution multiplies
the inequality matrix R with z, conducts additional operations to obtain

T ∗ =
√
N ⋅max{(RMCz

∗)⊘ σ̂ + 1√
logN

(RMC π̂ ⊘ σ̂)−,0}

. The null hypothesis of axiom satisfaction is rejected if the test statistic T is too large
relative to the distribution T ∗.

The max function of the above expression is sensitive to the amount of inequalities there
are, since having more inequalities means that more components of the variable z are used
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in calculating the test statistic distribution. In particular, if the T statistic is the same
between a nested axiom and a nesting axiom, there is a natural tendency for the case with
more inequalities (the nesting axiom) to be shifted to the right, and thus the axiom would
be satisfied more frequently.
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D. Additional Results
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Table 9. Number of subjects that satisfy two choice axioms.

Weak Weak Moderate Strong
Almost Weak Binary Stochastic Stochastic Stochastic Weak Elimination of
WARP Regularity Regularity Regularity Transitivity Transitivity Transitivity Independence Independence Duplicates Total

Almost WARP 74 74 74 74 74 74 74 74 74 74 74
Regularity 74 99 99 99 99 97 89 95 95 99 99

Weak Regularity 74 99 203 172 202 195 118 129 127 201 203
Weak Binary Regularity 74 99 172 256 255 251 142 151 149 250 256

Weak Stochastic Transitivity 74 99 202 255 314 305 165 159 157 305 314
Moderate Stochastic Transitivity 74 97 195 251 305 305 165 159 157 296 305

Strong Stochastic Transitivity 74 89 118 142 165 165 165 120 119 160 165
Independence 74 95 129 151 159 159 120 159 157 155 159

Weak Independence 74 95 127 149 157 157 119 157 157 153 157
Elimination of Duplicates 74 99 201 250 305 296 160 155 153 306 306

Total 74 99 203 256 314 305 165 159 157 306 315
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Table 10. The percentage (number) of subjects consistent with models of deterministic or stochastic two-
stage choice π∗.

Property Name % (#) satisfying
WARP - Almost Deterministic 14.3% (45)

Regularity 8.3%+14.3% (26+45)

Weak Regularity 41.0%+14.3% (129+45)

Weak Binary Regularity 42.2%+14.3% (133+45)

Weak Stochastic Transitivity 84.8 %+14.3% (267+45)

Moderate Stochastic Transitivity 81.0 %+14.3% (255+45)

Strong Stochastic Transitivity 53.3 %+14.3% (168+45)

Independence 24.1 %+14.3% (76+45)

Weak Independence 24.1%+14.3% (76+45)

Elimination of Duplicates 77.5%+14.3% (244+45)

Tests are performed using the estimation techniques adopted from Cattaneo et al. [2020] at 95% confidence
levels. Deterministic or almost deterministic choices which satisfy WARP (45 subjects in the first row)
also satisfy the other stochastic properties trivially.


